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PREFACE

The Joint U.S.-Canadian Workshop on the Properties of Snow was held 8-10 April 1981
at the Snowbird Recreational Area, Snowbird, Utah. The workshop was sponsored jointly
by the National Science Foundation, the U.S. Army Research Office, and the National Re-
search Council of Canada. The persons associated with those institutions are Charles Baben-
dreier (NSF), Steven Mock (ARO) and Lorne Gold (NRCC). Without their support and
cooperation, this workshop would never have taken place. Particular appreciation is ex-
tended to Charles Babendreier for his advice and constructive criticisms during the workshop
organization and planning period. Finally, we gratefully acknowledge the work of Donna
- Murphy and Stephen Bowen in editing and otherwise preparing these proceedings for press.

————% This wyksho.y\was organized specifically for the purpose of discussing current problems
associatéd with the properties and processes of snow. As such, we did not intend to make this
. aconference in which presentations on recent research findings were merely given by the par-
ze Pon L ticipants. Open discussion of current research and engineering problems in an informal man-
ner was encouraged. This was felt to be best accomplished by the informal committee ses-
sions which were conducted during most of the workshop. {h’—"
: In addition to the above reason for the committee structure, we also hoped to accomplish
A several other objectives with this arrangement.

First, as with any technical field, there has been a lack of active communication between
the scientific and engineering fields. This is to be expected, since the training, capabilities
and interests of these two groups are distinct. However, we felt the committee format would
encourage an open discussion in which each group could come to understand and learn what
the other group has to offer.

Second, we felt that this format provided a unique opportunity for the introduction and
consideration of new ideas and methods. For this to work, the participants had to be willing
to openly greet new ideas, although acceptance couid only come after these ideas had been
shown to be valid through analytical and experimental investigation. However, under the
scrutiny of an informal group meeting of engineers and scientists such as at this workshop,
any physically unsound ideas could be shown to be wrong.

Third, we intended to stress the engineering relevance of current problems associated with
snow. In the final analysis, increased knowledge obtained through basic and applied research
should eventually lead to solution of practical engineering problems.

The workshop began with a series of seven review papers, each of which covered a major
area of study on the properties of snow. These presentations were designed to indicate the
current state of the art in each area and to give each reviewer’s opinions on what the current
important problems are. In reality, they also formed a basis upon which the committee ses-
sions could begin. Each committee discussed only one of the major areas listed below and
generally convened after six hours of discussion. The five committees discussed the following
topics:

1. Mechanical properties of snow

2. Acoustical, optical and electrical properties of snow

3. Metamorphism of snow

4. Properties of surface friction, flowing snow, and blowing snow

5. Experimental methods and snow classification systems

Other topics could have certainly been added, but with the funds and time allocated, the
above was felt to be a more than adequate number of topics for consideration.
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All in all, we must consider the workshop a success, although there certainly were difficul-
ties. For one, the committees initially had difficulty addressing problems in a systematic
manner. This may be partly attributed to the fact that the scientists and engineers considered
different problems to be of major importance. For example, where an engineer might con-
sider the development of a mathematically tractable constitutive law important for applica-
tion to engineering problems, the physicist would be more concerned about granular and in-

] tergranular flow mechanisms, their characterization, and their effect on the properties of ;
snow. Such contrasts did occur, but in the final analysis this intermixing of concepts left
most of us a little wiser and with some new ideas to work with.

In the end, no grand consensus was reached, nor did we expect it. We all have our own b
way of looking at problems and our own methods of study, experimentation, and solution. '
In the long run, if we can do our own thing a little more effectively as a result of this work-
shop, it was worth the effort.

T AT D T

Steeering Commiittee i

R.L. Brown, Montana State University
S.C. Colbeck, CRREL
R.N. Yong, McGill University
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Mechanical Properties of Snow

B.SaLMm

AD-Pago 244

Swiss Federal Institute for Snow and Avalanche Research
7260 W eissfluhjoch/Davos, Switzerland

The investigation of the mechanical properties of seasonal snow cover aims mostly at applications in
avalanche release and avalanche control but also at no less important probiems such as vehicle mobility in
snow, snow removal, or construction on snow. Primary needs are (1) constitutive equations, that is,
relations between the stress tensor and the motion, and (2) fracture criteria which limit the region of
validity of constitutive equations. Both can be tackled from the aspect of continuum theories and structure
theories. With modern continuum theories the characteristic nonlinear behavior of snow can be taken into
account and also the strong dependence on stress and strain history. When thermodynamics is introduced,
more insight into the deformation and fracture processes can be gained. High initial deformation rates
cause low dissipation, elastic behavior, and brittle fracture, whereas when dissipative mechanisms can
develop, ductile fracture occurs. The advantage of structural theories lies in the immediate physical insight
into deformation mechanisms, but the disadvantage is that only simple states of stresses acting macro-
scopically on a snow sample can be considered. Different approaches have been elaborated: for low-
density snow the concept of chains (a serics of stress-bearing grains) or the neck growth model (consider-
ation of stress concentrations in bonds between grains) and for high-density snow the pore collapse model
(snow idealized as a material containing air voids). Structural constitutive equations were applied to the

calculation of stress waves in snow. Recorded acoustic emissions, jadicating intergranular bond fractures,
can also be used for the construction of constitutive equations. ¥
fracture with scries clements, where the weakest link causes fracture.of the entire body, and ductile fracture

by parallel clements, where fracture of one element leads merely to a redistribution of stresses and only
after a sufficiently high increase of the load to a total failure. In this method the statistical distribution of
link strength plays an important role. The mechanics of wet snow (snow containing liquid water) is
considerably different from dry snow mechanics. While deformation of dry snow is dominated by (slow)
creep and glide of ice grains and bonds, the densification of wet snow is mainly due to the (fast) process of

pressure melting at stressed contacts of a grain.

CONTENTS

Introduction . i
Constitutive equations and failure criteria based on

continuum theories
Constitutive equations based on the structure
Stress waves in snow.
Failure criteria based on structure
Fracture propagation
Snow gliding
Wet snow mechanics
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1. INTRODUCTION

Mechanical properties mean the result of investigations
about deformation and strength encountered under different
conditions, such as the natural snowpack under gravitation or
with man-induced effects such as explosions, oversnow vehicles,
or snow removal.

Since we are concerned with the special material snow and
not with materials in general, we presume that one is interested
in results applicable to engineering problems. As this review is
more or less restricted to the seasonal snow cover, applications
to avalanche release and avalanche control are of prime but
certainly not exclusive importance.

One can look on snow at different levels. On a microscopic
scale, snow consists of a skeleton of ice grains. The grains can
be single ice crystals or groupings of several crystals. The
three-dimensional skeletal arrangement is characterized by the
grains (shape, dimensions, crystallographic orientation of the
crystals), the bonds (area), the mean number of bonds per grain
(including their spatial distributions relative to the grain), and

Copyright © 1982 by the American Geophysical Union.

Paper number 1R1620.
0034-6853/82/001 R-1620$06.00

finally the spatial arrangement of chains formed by several
grains.

A structure defined as above, to be completed by the condi-
tions of temperature and the air (or meltwater) filling the pores,
constitutes a homogeneous snow. In other words, if in a certain
snow sample the described quantities obey the same statistical
distributions, then this snow is homogeneous.

In the natural snowpack, homogeneous snow exists in snow
layers, originating from uniform snowfall periods. The individ-
ual layers have different physical and mechanical properties.
From the stated definition of homogeneity it follows that flaws
in a layer, originating from wind action, vegetation, skier, or
mechanical effects (e.g., partial failure), are not distributed ac-
cording to a statistical law and have to be treated differently
from homogeneous snow.

The interfaces between individual layers or between ground
and a layer play an important role when avalanche formation
or snow gliding are considered. Such interfaces sometimes differ
considerably in their properties from both neighboring layers,
depending on the weather conditions between two snowfalls
(e.8., formation of surface hoar). In some cases they are thin and
may have a thickness of only a few grains or crystals.

To understand mechanically the snowpack as a whole, one
has to know all the properties of the individual layers and the
interfaces and how they interact with each other.

Obviously, for an understanding of material properties, both
theory and experiment are needed. Without a physically sound
theory, one will never be able to bring some order to the chaos
of observed phenomena. Here a contrast often exists between
analysts and scientists with more practical interests. The final
goal, however, should be to obtain applicable results based on a
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physically sound theory. This is exactly what Mellor [1975]
pointed out: ‘Elegant simplification of complicated behaviour
is very much needed.’

The tirst and most important part of a theory is that one has
to construct ideal models which reflect the predominant
propertics of the material. Today an ‘ideal material’ no longer
exclusively means a linearly and infinitesimally elastic material
or a linearly viscous fluid. Rational mechanics, mainly devel-
oped in the 1960's, provided a powerful tool for constructing
nonlinear models of any degree.

For a mechanical description of a material, one has first to
consider general principles common to all materials, such as the
balance or conservation of mass, linear momentum, moment of
momentum, and energy. A further principle, that of irreversi-
bility, expressed in terms of entropy, is nowadays still debated
among the ‘giants’ of modern continuum physics [ Truesdell,
1965).

These general principles do not, however, suffice to describe
the behavior of a body. A constitutive equation is needed to
specify the material, that is, a relation between stress tensor and
the motion, generally also including temperature. There are
rules to be obeyed by all constitutive equations. The first is that
of determinism, stating that all properties of a material can
depend only on the past. This introduces the important notion
of history, which influences the properties at present. A second
is the rule of material frame indifference. It states that a consti-
tutive equation has to be independent of the system from which
quantities are observed (important for large rotations).

From this treatment it will become clear that there exists no
universal constitutive equation for snow, only equations reflec-
ting the behavior under special conditions, for example, condi-
tions of stress, strain, or density.

Fracture criteria are related directly to constitutive equations
in that they predict their region of validity beyond which
fracture occurs. Consequently, they also have to obey the rules
stated above.

It is obvious that the mechanical behavior of snow can be
tackled from the aspect of continuum theories and structural
theories (i.c., at the level of grains and bonds). The former
procedure is confined to relations of gross phenomena in the
sense that average effects are considered, whereas in the latter
case the observed averaged behavior of a snow sample is ex-
plained by structural properties. As the same principles apply,
no contradiction between the two approaches should appear.
On the contrary, both seem necessary in order to increasc
vnderstanding of the phenomena. A limitation for structural
theories seems to exist in that only the behavior under simple
states of stress or deformation can be predicted (e.g., hydro-
static pressure or uniaxial stress).

At any rate the experiment represents the only means of
determining if a certain perception is valid. The ultimate goal is
then nothing less than to be able to predict the behavior of our
material, snow, under the different circumstances mentioned at
the beginning of this section. At present we are still far from this
ultimate goal. It will be shown in this review that fairly general
(but nonuniversal!) constitutive equations and fracture criteria
are known. But there is a snag, because the constants defining
the relations are only valid for the particular snow that has
been tested. With different snow samples they vary consider-
ably, maybe over orders of magnitudes. Only the type of re-
lation is unchanged (which is not proved strictly, but so far no
observation contradicts this statement). Universal constants
valid for any arbitrary snow (with the exception of some basic
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physical ones for ice, water and water vapor or gravity) do not
exist! Therefore all the numerical relations presented in this
review are limited to the exact type and state of the snow tested.
But this does not invalidate theories and does not depreciate
specific tests, because they can demonstrate accurately the val-
idity of a certain theory. To reach our ultimate goal, however,
we should test the full variety of natural snow and at the same
time define it not merely by density but alsc by a set of
structural parameters and temperature. In such s vway a ‘dic-
tionary’ could be established which would make possible an
accurate prediction of the behavior. In the immediate future,
however, the establishment of such a dictionary cannot be of
primary importance in research. First we must understand
what really happens when snow deforms and fractures. In view
of applications it seems highly desirable to select the snow types
to be investigated according to their importance. For avalanche
formation, for instance, these are new snow with a density of
100-200 kg/m* and interfaces between snow layers. Unfortu-
nately, big gaps still exist here because experiments are difficult
to perform. ’

This paper deals with investigations performed roughly later
than those included in the brilliant review papers by Mellor
(1975, 1977].

We are following a series of papers which seemed relevant to
the topics. No claim of completeness can be made. (References
to work done in the USSR arc missing because of language
problems. To remedy this deficiency, we cite the recent review
paper by Voitkovsky [1977].) Probably, this review seems less
transparent than earlier ones dealing with more classical the-
ories, where material constants could be directly compared. In
the nonlinear theories, however, the constants are replaced by
material functions or functionals, which often impedes a direct
comparison.

2. ConsTITUTIVE EQUATIONS AND FAILURE CRITERIA
BaseD ON CONTINUUM THEORIES

As already stated, a failure criterion necessarily contains
parameters from the constitutive equation. Both of them are
therefore needed in continuum theories. When the criterion
reaches a defined critical value, possibly a number, a magnitude
of a stress, or an energy, failure occurs.

The classical failure criteria work well for materials with
time-independent properties. They are usually formulated in
terms of maximum stress or critical stored energy. Usually,
strength is only influenced by deviatoric deformstions, because
unlimited volumetric strength is assumed. In rheological cri-
teria [Reiner, 1958], ultimate strain, strain rates, and stress
rates are introduced as parameters in fracture criteria.

For snow, Salm [1971] formulated strength in terms of criti-
cal elastic strain energy (reversible part) and critical rate of
dissipation work (irreversible part). A nonlinear viscoelastic
constitutive equation at high stresses was used in the failure
criterion. The history was not introduced, but changes in
properties during deformation paths were taken into account
by a function of total deformation.

Snow strength dependence on a general history of defor-
mation was first introduced by Brown et al. [1973). In the
following years the same group at Montana State University
worked on the problem, based on nonlinear mechanics. This
pioneering work culminated in the introduction of modern
thermodynamic aspects as described by Truesdell [1965]).

The theory by Brown et al. [1973], following Pipkin [1964], is
a strictly mechanical one and does not consider the ther-
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Fig. 1. Constitutive equation: comparison of torque response curve for theory and experiment. L is the length and R the
diameter of tested circular cylinder, p is density, 8 is temperature, and ¢ means the twist rate per unit length [ Brown et al.,

1973].

modynamic history. The criterion is based on the deformation
history up to the time of fracture and was evaluated by separate
tests for deviatoric and volumetric deformations (torsion and
uniaxial compression, respectively). For the formulation of the
criterion the intrinsic idea is that failure depends on the history
of work rates, separated into volumetric and deviatoric stress
powers, P,(1) and P{r), respectively (t is a variable time in the
past). The failure functional, taking unity for fracture, is defined
as a multiple integral representation approaching nonlinearity
in work rates to third order. For example, the second-order
part contains terms such as

+ Ky Pfr)) PAt;) purely deviatoric terms;
K, P{1}) Pft;) coupled terms;
K P[ty) Pft;) purely volumetric terms.

The kinematical quantity upon which the above terms depend
is the Lagrangian strain tensor (measures finite strain with
respect to the undeformed state). The coefficients K; of the
terms in P, the failure memory functions, are chosen as func-
tions containing D exp (—yt), where the constants D and y are
obtained in tests. The constitutive equation, relating the
Cauchy stress tensor to the deformation gradient and the
history-dependent Lagrangian strain rate tensor, is represented
by sums of multiple integrals up to the third order. The re-
laxation memory functions, the history-dependent coeflicients
in the constitutive equation, are chosen as functions of the form
A exp (— A1), where the decrease in time represents the principle
of fading memory. Again the constants A and 4 were deter-
mined in tests (Figure 1).

The tests proved a significant effect of the history on failure
and, furthermore, that the failure process is mainly associated
with volumetric deformation. For tests without deformation
history, that is, a sudden increase of the deformation rate from
zero to the nominal value, failure stress decreased with increas-

ing deformation rate. As soon as a critical, that is, siow enough,
rate was reached, no failure occurred, and snow exhibited a
fluid nature. This is consistent with results by, for example,
Salm [1971].

In tests where fracture was preceded by a constant defor-
mation rate, that is, when after a certain time of deformation a
higher strain rate leading to fracture was suddenly applied,
fracture stresses were very high, whereas in other tests, in which
the preceding deformation was terminated for a while and then
the higher strain rate was applied, fracture stress decreased
approximately in the same way as the stress-time relaxation
curve (Figures 2 and 3).

Physically, this points to the following features:

1. With high strain rates, snow shows brittle fracture.

2. With low strain rates, a flow mechanism is established in
the grain lattice. Intergranular bond rupture, local melting, and
slip within crystals and grains enable a higher mobility of the
lattice in that case.

3. With advancing relaxation, snow tends increasingly to a
brittle state. Refreezing of the local melting points and disap-
pearance of the slip can account for this phenomenon.

4. A significant part of the failure process is due to the
collapse of the matrix of ice grains, that is, to the volumetric
part.

A question may be raised about the degree of nonlinearity
that has to be taken into account for snow in constitutive
equations. Brown et al. [1973] chose an expansion of the multi-
ple integral representation up to the third degree. Brown and
Lang [1973] investigated two further constitutive equations of
a lower degree in nonlinearity. One is the finite linear vis-
coelastic theory, where separate linear terms in strain and
strain rates occur (elastic terms were dropped). Here the nonlin-
earity builds up with the proceeding deformation because of
products of strain and strain rate. The other is the second-order
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Fig 2. Failure tests: comparison of theoretical and experimental values for torsion. In load path 111, nearly fluid nature

is reached ; fracture was achieved on only three of six runs. In path VI, failure never occurred, and in path V, on only three of
five tests. In path IV, failure occurred on every test [Brown et al., 1973].

theory, which is linear in strain and contains linear and quad-
ratic terms in strain rate. From tests with constant rate com-
pression it was found that the multiple integral constitutive
equation with a third-order expansion was in best agreement
with the results. Stress varied with the cube of strain rate. This,
however, does not invalidate theories with lower degrees for
cases of small or intermediate strain rates.

More insight into the phenomena of deformation and frac-
ture of snow than a purely mechanical theory can give can be

$=213 X 107 RAD o' min!

-

od

FUNCTIONAL VALUE

$24.25 x 107

obtained by introducing the principle of irreversibility, because
snow is a highly dissipative material.

Salm [1975, 1977] made . n attempt to describe the quasi-
stationary creep of snow by the principle of maximum entropy
production, as stated by Ziegler [1963]. With this principle a
constitutive equation of the Reiner-Rivlin type [Reiner, 1958]
but depending only on one function, the dissipation function,
was constructed. However, this did not include history effects
explicitly.
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Fig 3. Variation of failure functional for deformation paths of Figure 2. A functional value of 1.0 means fracture [ Brown et
al., 1973).
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A general approach to the introduction of thermodynamics
was made by Brown [1976], based on the important work of
Coleman [1964). With this theory the thermomechanical state
can be studied during deformation and just prior to fracture.
To do so, the histories of the strain tensor, of the Helmholtz free
energy (the portion of internal energy which is recoverable
under isothermal conditions), and of the dissipation rate have
to be formulated. Brown’s [1976] theoretical investigations re-
sulted in a thermodynamic theory equivalent to Pipkin’s [1964)
mechanical one. The main result of Coleman [1964] is that a
relation between the Helmholtz free energy , stress, and speci-
fic entropy does exist by means of the first and second laws of
thermodynamics. It is a relation between the three different
functionals, each mapping the history of strain and temperature
{temperature gradient drops out} into the stress tensor, ¥, and
specific entropy. To derive it, the use of a highly complex
mathematical apparatus is required, lying far outside the scope
of this paper. Brown [1976) showed that a complete determi-
nation of the frec energy is possible when the memory functions
are evaluated by tests. Exponential forms similar to that of

5
TIME (MIN.)

Fig. 4. Constitutive equation: demonstration of how energy is dissipated and stored with constant deformation rates in
three different load paths. Note the initiation of deformation with negligible dissipation and the large increase of dissipation
on the path with a rate of 0.0068 min ! [ Brown, 1976]. (Reprinted by permission of Pergamon Press.)

25 30

Brown et al. [1973] are assumed. This is the impo. tant progress
compared to pure mechanical theories, since with the calcu-
lated free encrgy and dissipation more insight into the defor-
mation and fracture processes can be gained.

Uniaxial compression tests were performed to evaluate the
memory functions. Axial strain (up to 15%), lateral strain, and
load response were recorded. A snow type with faceted grain
surfaces and weak intergranular bonding, having a density of
335 kg/m>, was tested at cold room temperature of — 10°C.
With the thermodynamic theory the behavior in deformation
and failure can now be expressed in terms of energy (Figures 4
and 5) as follows:

1. When deformation starts at a constant strain rate of
0.0034 min~!, dissipation is negligible until a stress of about
0.2-0.3 bar is reached, which is in qualitative agreement with
the one-dimensional Burger’s body used by de Quervain [1946)
or even better with the non-Burger’s body introduced by Salm
[1971]. It is interesting that acoustic emissions in the S0- to
100-kHz range, observed by Bradley and St. Lawrence [1975],
become stronger when stresses of 0.2 bar are attained. This may

s
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Fig. 5. Fracture values of free energy and dissipation for deformation paths with high initial deformation rate from the
undeformed configuration. At higher rates, dissipation is negligible. Circles represent the total work calculated from strain
rate and measured stress response [Brown, 1976). (Reprinted by permission of Pergamon Press.)
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Fig. 6. Failure criterion for brittle fracture: comparison with experimental results [ Brown, 1977]. (Reprinted by permission
of the International Glaciological Society.)

be attributed to bond fractures representing dissipative pro-
cesses.

2. The nature of fracture is closely associated with dis-
sipation. A high initial deformation rate from the undeformed
state causes low dissipation, clastic behavior, and therefore
relatively low brittle fracture stresses, whereas with high rates
preceded by lower ones, dissipative mechanisms can develop,
and the energies causing ductile fracture are much higher.
Dissipation increases the internal energy ¢ necessary for frac-
ture and hence increases the strength of snow.

It now becomes clear that a fracture criterion can be written
in terms of free energy and internal dissipation. Brown and Lang
[1975] mentioned a possible form, relating the critical value of
free encrgy ¥, with the elastic value ¥, and the history of
dissipation, but without giving a quantitative formulation of it.

This was then done by Brown [1977], who expressed failure
criteria by purely deviatoric and purely volumetric parts of the
free energy and by the internal energy dissipation ¢. From tests
under tension, compression, and shear he arrived at criteria for
brittle and ductile fracture. For the first case, no dissipation is
assumed, and a linear relationship between the critical devi-
atoric and critical volumetric free energies ¥, and ¥, respect-
ively, was obtained. In the second case, as an approximation of
the dissipation history the dissipative state g, just after the high
strain rate leading to fracture was applied. Here, too, a lincar
relation was obtained by adding a dissipation term to the
deviatoric free energy of brittle fracture (Figures 6 and 7).

So far we have discussed a series of papers dealing rigorously
with the concepts of modern continuum theories as set forth by,
for example, Malvern [1969] and Truesdell [1965]. However,
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Fig 7. Failure criterion for ductile fracture: comparison with experimental results [ Brown, 1977]. (Reprinted by permission
of the International Glaciological Society.)
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SALM: MECHANICAL PROPERTIES OF SNOW 7

to the author’s knowledge none of the theories presented have
ever been used to solve engineering problems. This does not
mean that they are superfluous. On the contrary, only with a
rigorous physical theory can insight into the processes involved
be obtained.

In the following paragraphs a sclection of papers is presented
which are partly based on empirical findings and are therefore
simpler and more suitable for solving practical problems.

Desrues et al. [1980] present a paper which aims not only to
find a realistic constitutive equation for snow under slow defor-
mation rates but also to use it for the investigation of the
seasonal snowpack under gravity loading and specified bound-
ary conditions. The applicability of the resulting type of consti-
tutive equation to the finite element method has been demon-
strated by Boulon et al. [1977]. The authors assume isotropy
and consider the importance of volumetric creep. For a small
deformation increment de in a small time increment dt the
response consists of a small stress increment do which is ex-
pressible as

f(de, do, dt) =0

The Boltzmann’s superposition principle is now applied, which
may be questionable because it holds strictly only for linear
stress-strain relations. To construct a realistic model, separate
nonlinear terms for the increments are introduced. For elas-
ticity this is a linear stress-strain relation, assuming constant
Poisson’s ratio and a nonlinear Young's modulus (increasing
with the first invariant of the stress tensor). The viscous defor-
mation rate is linear in stress increments (or stress rate) and
decreases nonlinearly with the total current viscous defor-
mation and with time. The latter represents the history in a
simple way. With infinitesimal increments the strain rate is
given by a simple integral. Tests with a triaxial apparatus were
performed under isotropic compression and constant axial
strain rates with constant lateral pressure. In a first set of tests
the eight constant parameters were measured. A second set,
considerably different from the first in the stress history, was
run to check how accurately the resulting constitutive equation
predicts the response of the samples (‘verification paths’). The
result is good in spite of some scatter, which in part may also be
attributed to the inhomogeneity of the tested snow (new snow,
density 150-200 kg/m>, temperature — 10°C to —2°C).

A completely different approach to a constitutive relation for
the viscous creep of a natural snowpack was proposed by
McClung [1980]. The idea behind his approach is that field
data indicate conditions that are natural and difficult to re-
produce in laboratory tests. The relation is derived from field
tests in the neutral zone of a slope. Mostly, triangular creep
profiles were observed, suggesting that shear strain rate and the
strain rate perpendicular to the slope are each approximately
independent of depth. With an assumed constant ratio of shear
to normal stress in the neutral zone, the author arrives at a
generalized three-dimensional relation. An approximately
linear shear and bulk viscosity in depth and a constant depth-
independent viscous Poisson’s ratio is predicted. Laboratory
tests support the linear increase of viscosity with increasing
normal stress.

Probably the simplest constitutive equation which has been
proposed recently is that of Watanabe [1980] for creep under
uniaxial tension. The influence of stress g, time ¢, and temper-
ature T (in degrees Celsius) on strain e (defined as elongation of
the sample) is given in the form

ex 6311(‘/_ nll!

which seems to fit the test results extremely well. History de-
generated to t¥/, which holds, of course, only for the mon-
otonically increasing loads applied in the tests. The low ex-
ponent of o demonstrates the stiffness of snow under tension.
Of interest is the coupled cffect of time and temperature, where
equal ratios always result in the same strain (thermorheological
simplicity). Certainly, the above relation is by no means a
general one. It is to be expected that the exponents will depend
on snow type. Furthermore, the maximum strain never exceed-
ed 1%, which demonstrates nonlinearity of snow even under
very small strains.

To conclude this section an observation by Singh and Smith
[1980] should be mentioned which could question the con-
tinuum mechanical approach to snow mechanics. Samples were
tested under constant strain rate in tension with strain gages
mounted onto snow. In such a way the true strain and strain
rate could be measured within the snow and not from the
displacements of the ends of thz sample as it is usually done.
The authors discovered nonuniform deformations which could
not have been detected with the usual measurement. A ‘ratchet-
ing’ in the stress-strain curve was observed, which seems to be
in agreement with Narita’s [1980] discovery of small cracks
(see section 5).

3. Constirumive EQUATIONS BASED
ON THE STRUCTURE

For the construction and use of structural theories it is
necessary to know the significant parameters describing the
structure. This is also of some importance for continuum the-
ories (see section 1). In tests for the evaluation of constants
appearing in constitutive relations, the snow type investigated
should be precisely identified. Unfortunately, many investi-
gators ignore this and describe snow at best by density.

Good [1975] described a way of identifying snow structure
by automatic thin section analysis, using an automatic scan-
ning microscope in combination with a softwarc package to
perform subsequent data analysis. He defined 21 parameters of
the structure, for instance, point density (ratio of ‘ice’ points to
all points), grain surface per unit volume, mean grain and void
diameter, and mean radius of convex grain boundaries. The
technique of factorial analysis is used to find a geometrical
interpretation of these parameters. Independent factors, formed
as linear combinations of the parameters, span a vector space.
In this space, 62% of the total information of the parameter set
is represented by two factors, and 70% by three factors. With
this tool, subtie changes of structure can be recorded.

Grain bonds are critical for the mechanical properties of
snow. To obtain insight into their geometrical nature, Kry
[1975a] used a section plane preparation technique to allow a
quantitative stereological analysis. This technique is ideal for
the use of quantitative stereology, where from a two-
dimensional projection the three-dimensional structure can be
calculated with certain assumptions. Kry presents values for
the three-dimensional grain size, grain bond size, number of
bonds per unit volume, and related bonding measurements.
These results from mutually othogonal section planes show
that the assumptions of randomness and isotropy of grain and
grain bond location and orientation, necessary for stereological
analysis, are satisfied to within 10% even after 30% uniaxial
viscoelastic deformation of a snow sample. The idealization of a
grain bond as a circular plane disk yielded self-consistent re-
sults. An accurate determination of the number of bonds per
grain was hindered because of variations in the shape and size
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of snow grains within a given sample. Kry's results may not be
generally valid for snow, because he oumly tested equi-
temperature-metamorphosed snow in a density range 270-340
kg/m>.

Kry [1975b] was the first to investigate relations between the
viscoelastic properties and structure. The methods for structur-
al investigations were the same as those described above [Kry,
1975a], and the same snow type was tested. He showed how the
Young's modulus and viscosity vary when the structure of
single samples is changed by nondestructive uniaxial com-
pression up to 30% of deformation. The important conclusion
is that viscosity increases much more rapidly than Young's
modulus for an increase in density. The first increased nearly
exponentially, whereas the latter increased only about linearly.
Stereological analysis of sections from the samples showed a
linear increase in number of grain bonds per unit mass, while
the average grain bond size remained constant during den-
sification. It is concluded that only a fraction of the grain bonds
transmit an applied stress and that the new grain bonds formed
during deformation determine the change of the viscoelastic
properties. To explain these observed variations, the hypothesis
of chains, a series of stress-bearing grains, is introduced and
used in a quantitative way. In this way the importance of
individual bonds is combined with the connectivity of grains.
The experiments have established the validity and usefulness of
this concept.

The advantage of structural theories lies in the immediate
physical insight into deformation mechanisms. For the devel-
opment of structural constitutive equations, one has to assume
simple states of stresses acting macroscopically and on average
on a snow sample large cnough in comparison to grain diam-
cters. The reason is that only in simple stress states can a
relatively simple model for transferring the macroscopic
stresses to the lattice be constructed. An introduction of com-
plex states of stresses would imply a general relative movement
in grain bonds, such as gliding and rotations, and also temporal
variation of bond and grain dimensions, including separation
and formation of bonds. All this would then have to be put in
relation to the transfer of macroscopic stresses.

In the following paragraphs, two types of equations, one
derived for hydrostatic pressure and the other for uniaxial
deformation, are discussed. The influence of history is consider-
ably simplified by a restriction to monotonically increasing
loads.

Brown [1979a, 1980c] developed two constitutive equations
for large strain and strain rates under hydrostatic pressure, one
for medium- to high-density snow and the other for low-density
snow. As the matrix material of snow consists of ice, a consti-
tutive relation for this material first has to be derived. An
elastic-viscoplastic behavior of the material is assumed, based
on the experimental results of Dillon and Andersiand [1967]
and F. D. Haynes (unpublished data, 1976). According to these
studies, ice behaves elastically in compression until a rate-
dependent yield stress Y, the principal difference value of the
deviatoric stress tensor,

Y =S80+ Cln(AD)

is reached. S,, C, and A arc material constants, and D is the
principal difference value of the deviatoric deformation rate
tensor (ice is assumed to be incompressible). For strain rates
above 103 s~ ! this law is more accurate than that of Glen.

For medium- to high-density snow, Brown [1979a) devel-
oped the pore collapse model. In this model, snow is idealized

as a material containing air voids (pores); a change of density is
due exclusively to the collapse of the voids. The model is a
thick-walled hollow sphere of polycrystalline ice. Therefore
pores are considered separately, and no interaction takes place
among them, as in Jow-density snow. The stress intensification,
a consequence of the skeletal nature of snow, is taken into
account by a scale factor which expresses that the average
pressure in the porous material, p, is smaller than the actual
pressure in the matrix material, P: p = P/a, wherea = p/p is
the density ratio. Here p,, and p are the densities of the matrix
material (ice) and of the porous material (snow), respectively.
Further assumptions are that no fracture occurs and that the
air pore pressure is negligible. The increase of stiffness under
plastic deformation (work hardening) is taken into account by a
term J exp ( — ¢a/a,), where J and ¢ are material constants and
o is the initial density.

When the external pressure increases beyond that in the
stress-free state, the hollow sphere deforms in three phases.
These are (1) a purely elastic phase, then (2) an elastic-plastic
phase (plastic flow starts at the inner side of the hollow sphere,
where clastic stresses are maximum), and finally (3) a fully
plastic phase. In all applications, only the last phase was con-
sidered (Y much smalier than the elastic shear modulus). In the
most general case of the resulting constitutive equation the
average pressure § depends on the three material constants of
ice, the current and initial density ratios a and a,, respectively,
the rate d, and the work-hardening term. For very high rates of
loading and the additive acceleration term containing geo-
metrical parameters and d, 4 has to be included. A good agree-
ment of the simplified constitutive equation for quasi-static
loads (ignoring acceleration terms) with the experimental re-
sults of Abele and Gow [1975, 1976] could be found.

For low-density snow, that is, snow with densities less than
about 300 kg/m?, it would be unrealistic to model air pores by a
sphere; the reverse has to be done by idealizing the ice grains as
some specific shape including their connections to the lattice by
necks. In general, the grains do not act separately, as they are
arranged in chains of arbitrary form, which determines the state
of stress and deformation in the neck region.

To establish a constitutive equation for low-density snow,
Brown [1980c] considered a spherical grain of radius R acting
separately and loaded by normal stresses in several (more than
two) necks of length L and minimum radius A perpendicular to
L (Figure 8). Glide in the necks (and in the grain) is therefore
ignored in comparison to normal stress-induced plastic defor-
mations of necks and grains. This is justified by the assumed
hydrostatic pressure. However, an empirical adjustment is
added later to account for intergranular slip. The calculation of
stress and deformation in grains and necks is based on the idea
that for each grain there exists a predominant axial state of
stress with equally distributed directions of axes in the space. A
first region of the grain is therefore idealized to carry solely this
axial stress P with a stress-free lateral boundary. P is related to
the macroscopically measured pressure p by

P ~ pd(R/A)?

that is, the density ratio and the ratio of grain and neck areas.
From this first region an expression for the rate of change of
neck radius A was found. This rate of change, a purely mechan-
ical effect not including material transport to the neck, depends
on the axial stress, on A, and on the three material constants of
ice. In a second region of the grain, lateral surface loading by
adjacent grains over a certain fraction of the total surface, f, is
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b. IDEALIZED GRAIN GEOMETARY
Fig 8. Geometry of granular structure of low-density snow and an
idealized geometrical model [Brown, 1980c). (Reprinted by permission
of the American Institute of Physics.)

assumed to dominate. From the average state of stress in this
region, the rate of change of the grain radius R is formulated in
an expfession containing R, A, f, p, and the three material
constants of ice. From this, in principle, the rate of change of
density ratio o can be expressed in the form

d = A, exp (B, p/F) + A, exp (B, p/F)

The coefficients 4,, A,, 8,, and §, depend on the properties of
ice and the structure of snow. The empirical term F was intro-
duced for a better fit to experimentai data [Abele and Gow,
1975, 1976] and is explained by taking into consideration the
effects of intergranular glide, work hardening, and random neck
and grain geometry. F is assumed to depend on density and
varies considerably during densification, demonstrating the
necessity of an important correction to the theoretical model.
The evaluation of the above equation showed that R is much
Jess than A, so that the deformation of the grain can be neglec-
ted and consequently also the second term in this relation. The
most important structural parameter seems to be A/R. N, the
mean aumber of bonds per grain, was taken as a function of
density alone. In a later paper [Brown, 1980d] a density re-
lation for £ was given. Finally, it seems natural that the theory
loses accuracy when A approaches the value of R.

It is possible to obtain a realistic constitutive relation with-

out detailed analysis of stress and strain in a grain or generally
in chains. It is to be expected that stress at a microscopic Jevel is
not equally distributed over grains or chains, so that some
grains participate more intensively in the deformation process
than others, because they carry a much bigger portion of the
overburden stress.

On this basis, St. Lawrence and Lang [1981] developed a
constitutive relation for uniaxial deformation and intermediate
values of deformation rates, that is, 10°-10"% 5~ ', where
intergranular bond fracture is detectable as acoustic emissions.
Adjacent ranges, such as low strain rates with littie rearrange-
ment of ice grains or high rates where fracture of grains be-
comes a large-scale fracture, are not considered. In the model
presented, linear elastic and additive ‘plastic’ deformations are
considered, where the latter deformation includes irreversible
flow in and between grains and grain boundary fracture.

The plastic part of the strain rate ¢, is attributed to the
fraction of grains mobile in a given direction, N,.. It is given by

i, = N,V/B

where V is the particle velocity during a mutual movement of
adjacent ice grains separated by a center to center distance of B.
The differential equation derived relates applied stress and total
strain and strain ratc substantially by the Young's modulus E
and the quantities on the right-hand side of the above equation.
The main task now is the evaluation of ¥V and N, for which the
basic assumption is made that ¥ is a function of stress and N, a
function of strain and strain rate. In a relaxation phase (fixed
strain), therefore, N, remains constant, and V is a function of
the decreasing stress alone. From relaxation tests it was found
that ¥ varies exponentially with the stress. To determine N, it
was expected that this quantity depends on the intensity of
acoustic emissions, representing fractures of bonds, represented
as a function of total strain. With the inclusion of stereological
parameters, N can then be related to the acoustic emissions.
From this, one can see that the percentage of mobile grains
decreases with progressive strain. With known velocity and
mobility functions, the differential equation can be solved. The
resulting stress-strain relation fits the experimental data well if,
in tension, a work-softening coefficient is introduced, ex-
pressing the weakening of the material with progressive strain.

The paper by St. Lawrence and Lang [1981] is the latest of a
series dealing with deformation and fracture of snow on the
same principle of acoustic emissions. Each of these papers
deserves more attention, but because of lack of space, they are
merely listed here: St. Lawrence and Bradley [1975, 1977), St.
Lawrence (1977, 1980), Sommerfeld [1977], and Gubler
(1979a].

4. STRESS WAVES IN SNOW

Brown [1979a, 1980c] applied his volumetric constitutive
equations to two practical problems, which proves that they
can be used as an engineering tool. One is an application to
vehicle mobility in snow. Here the required power for snow
compaction under the track of a vehicle as a function of vehicle
speed, track pressure, or initial snow density is of specia) in-
terest [Brown, 19794, c, 1981]. The other is an application to
stress waves in snow, which is very useful for estimating the
effectiveness for avalanche release by explosives. Here the effect
is optimal when sufficiently large additional stresses are exerted
on the snowpack over an ares which should be as large as
possible. Gubler [1977] compared the effectiveness of explosives
placed above, on, and below the snowpack surface in field tests.
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Fig. 9. Variation of peak pressure p* with distance from snowpack
surface [ Brown, 1979b).

He observed the best effect by placing it above snow, because a
high percentage of energy associated with the air pressure wave
is transmitted to snow over large areas, whereas the effective
plastic wave traveling in the snow is dissipated within a very
short range.

Brown [1979b, 19804a, b, d] considered only pressure waves
traveling in the snow and not air pressure-induced effects.

On the basis of the volumetric constitutive law for medium-
to high-density snow (pore collapse model), Brown [1979b]
established a general theory for plastic shock waves. In the
constitutive law, only the fully plastic phase has to be taken
into account. It is clear that the acceleration term containing e,
d, & also has to be included. With the use of the balance laws
(equation of motion and continuity equation) and compati-
bility laws (geometrical conditions at singular surfaces) he de-
rived the jump conditions, for instance,

(] = poVIv]

or

2
)= -2 (2]
%o

8
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Fig 10. Variation of shock wave speed with distance below surface
[Brown, 1979b).
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Fig. 11.  Effect of explosive speed (frequency) on attenuation of shock
wave [ Brown, 1979b].

V is the propagation velocity of the wave, and [p], [v], and [a]
are the jumps in pressure, velocity, and density ratio, respect-
ively. A numerical solution of the nonsteady wave problem is
presented below and gives some interesting information. In a
nonsteady wave the front profile, wave speed, and amplitude all
change with time. This is realistic, but the calculations, for
which a finite difference method was used, are rather com-
plicated. Four an explosion at the snow surface, simulated by a
single pressure pulse with a maximum pressure p* and a fre-
quency w, the following results were obtained: The pressure
jump decreases very rapidly with depth, and the advantage of a
higher pressure is nearly eliminated within the first 10 cm
(Figure 9)! A strong plastic wave (high p*) has a large wave
speed, which can be explained by the work-hardening effect
making the material stiffer. With lower pressure the wave speed
increases with depth as the dissipative effect becomes less im-
portant and the wave tends to a more elastic wave (Figure 10).
Plastic waves are considerably slower than elastic waves, the
first having speeds in the range 50-150 m/s and the latter
500-2500 m/s [Mellor, 1977] for initial densities of 300-600
kg/m>. The frequency of plastic waves is not a dominant factor
for attenuation (Figure 11). Whereas in elastic waves a high-
frequency wave attenuates more rapidly than a low-frequency
wave [Mellor, 1977; Lang, 1976].

Brown [1980a] considered steady waves in medium- to high-
density snow, and again the high capacity of snow to dissipate
energy was demonstrated. To compact snow of an initial den-
sity of 300 kg/m? to a final density of 900kg/m® absorbs 3 times
more energy than starting from an initial density of 600kg/m>.

Practical aspects in regard to avalanche release are discussed
by Brown [1980b). Because only hydrostatic pressures are con-
sidered in all of the theories, one may ask which type of stress is
most effective in releasing an avalanche. No definitive answer
can be found as long as the predominant mode of failure
remains unknown, but certainly, a fracture caused by hydro-
static pressure cannot be excluded. According to the above
resuits and those of Gubler [1977), air-detonated explosives are
needed with systems already existing in Europe and probably
will be developed in the United States (SLUFAE, surface
launched unit fuel air explosive).

Plastic waves in low-density snow, particularly relevant for
artificial avalanche release in the seasonal snow cover with
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Fig 12. Typical resisting force-strain curves [Narita, 1980]. Type a: strain rate8.33 x 10™*s™"; rapid growth of a crack
without plastic deformation. Type b: strain rate 9.15 x 10~%s™"; no rupture afier critical point C; after point K, increasing
growth of invisibie smail cracks until catastrophic fracture. Type c: strain rate2.96 x 10~ 3s™"; similar to type b; at point G,
two or three of the many small cracks grew larger. Type d: strain rate9.54 x 10~7 s~ !; no maximum of resisting force nor
cracks were observed. (Reprinted by permission of the International Glaciological Society.)

densities very often smaller than 300 kg/m®, are treated by
Brown [1980d]. With the volumetric constitutive law based on
the neck growth model [ Brown, 1980¢], the equation of motion,
and the continuity equation a relation between the pressure
jump and the density ratio is obtained for steady waves. No
definitive conclusions could be drawn about the validity of this
theory for low densities. The only available data (by Napa-
densky [1964]) were obtained with high-density (500 kg/m?)
snow, which the present theory fits well. In agreement with the
pore collapse model [ Brown, 19794] a local minimum in wave
velocity was found for low pressures: Toward lower pressures,
the increase is due to a more elastic wave; with higher pres-
sures, necks rapidly thicken, and therefore there is more resist-
ance to compaction, which results in a higher wave speed V.
This can be readily seen from
Viz= — E _p_‘__
Pox® —a,

where p* and a* are the pressure jump and the density ratio
behind the wave, respectively. The above relation is more com-
plicated than that for waves that produce infinitesimal strains,
that is,

V= (E/p)(1 = /(1 + ¥X1 — 2v)]

where v is Poisson’s ratio and E is a strong function of p
[Mellor, 197T7].

S.  FAILURE CRITERIA BASED ON STRUCTURE

The advantage of structural theories over continuum the-
ories is evident in view of applications, for example, in the
assessment of the stability of the sloping snow cover. Besides
the fact that one gets immediate insight into physical fracture
mechanisms, one does not have to know a complex constitutive
relation which must be combined with a failure criterion.
Rather, one starts with a given structure, the final result of a
history, and tries to relate significant structural parameters and
fracture stresses measured in field or laboratory tests,

For fracture of homogeneous snow, as defined in section 1,
one has to distinguish between the nucleus of fracture and
fracture propagation. The nucleus of fracture is a process in a
relatively small area, whereas fracture propagation can cause a
catastrophic failure of the natural snowpack over large areas
(see section 6). It is clear that fractures of single bonds (as
detected, for example, by acoustic emissions) do not represent

fracture nuclei. Rather, nuclei are formed when elements (e.g.,
chains) of the matrix which carry a main part of the overburden
load fracture. How these elements fracture and how many have
to fracture to cause an cffective nucleus depends on the strain
rate and on the state of stress. One has therefore to consider the
behavior of an ensemble of elements with defined properties
under certain load conditions. In general, one must also admit
the fast formation of new bonds during the process. Flaws, as
discussed in section 1, have to be treated in a different way,
because they lie outside the laws of a defined structure.

To illustrate fracture in snow clearly, we use observations by
Narita [1980]. Under uniaxial tensile stress he tested different
types of natural snow with constant strain rates, ranging from
107% to 1072 s~ ! (Figure 12). In the recorded stress-strain
relations he observed, from higher to lower strain rates, brittle
fracture in the elastic region, a transition from increasing to
nearly constant or decreasing stress (‘plastic’ behavior), and, at
the lowest strain rates, monotonically increasing stresses up to
about 15% strain. By thin section analysis (Figure 13) it is
shown that the plastic behavior is due to the formation of
cracks with average diameters of 1-2 mm and lengths of 5-6
mm. With smaller strain rates the sizes of cracks were smaller
than with larger strain rates, and the number of cracks in-
creased with smaller rates. Fracture occurred mostly at inter-
granular necks. It seems that at the lowest rates, snow can
undergo tensile deformations without crack formation, just
with a rearrangement of grains, which can even strengthen the
grain lattice.

Similar results were obtained by de Montmollin (1981], who
made shear tests with variable shear rates. With increasing
strain rates he distinguished three types of behavior: viscous
without failure, brittle of the first kind (cycles of failure), and
brittle of the second kind (only one stress peak with failure
followed by a lower constant residual stress). These observ-
ations are explained as the rapid formation of new bonds or a
reduced formation due to the large strain rate. With the first
kind of brittle fracture, considerable strength builds up within a
few seconds.

For the establishment of a quantitative statistical model of
snow strength the force-transmitting elements or links can be
arranged in two ways: as series elements, where the weakest
link causes fracture of the entire body, analogous to a failure of
a chain, and as parallel clements, where fracture of one element
leads merely to a redistribution of the stresses and only after a
sufficiently high increase of the load to a total failure. It is

o
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Fig. 13. Thin section of snow sampie under natural tensile conditions in the vicinity of a tension crack on a mountain
siope. The arrows show the direction of maximum inclination of the slope [Narita, 1980}. (Reprinted by permission of the

International Glaciological Society.)

self-evident that the probability density of the link strengths has
to be defined.

Sommerfeld [1973, 1974, 1976, 1980] and Sommerfeld and
King [1979] were the first to establish such statistical models.
As a serics clement theory he quotes Weibull, who proposed a
probability of failure depending on the applied stress and
sample volume. A minimum strength in the relation can be
considered as the strength of an infinite volume. For small
volumes the failure stress increases to unrealistically high
values because Weibull based his theory on the existence of
flaws which weaken the material. An element which is so small
that it does not contain any flaw is assumed to have infinite
strength. For this reason, Sommerfeld postulates a minimum
volume for which the theory is still valid. The limit would be an
element including at least one flaw. From experiments this
minimum is about 5§ - 107* m* ((0.08 m)®). It should be men-
tioned that here the concept of flaw is not introduced by a
structural analysis, only by the fit of test results.

A parallel element theory is that of Daniel, who derived for
the probable strength S of n links, each loaded by s,

S-mj:wf(c) do

where f(o) is the probability density of the strength o of the
links. The highest probability is reached with the maximum of
S, given by dS/ds = 0. The two theories represent extreme
failure mechanisms. It scems obvious that for high strain rates
with elastic behavior causing brittle fracture, Weibull's theory

is realistic, whereas for ductile fracture under low strain rates
making relaxation possible, Daniel's theory should be applied.

For an interpretation of shear frame data, Sommerfeld using
Daniel's model, arguing that cracks under shear remain in
contact and resintering occurs accompanied by relaxation ef-
fects, so that strain rate effects disappear. He justifies this idea
with shear frame data on avalanche sliding layers where the
results of the model coincided well with the actual measured
stress of the overburden snow. Also, size effects, as predicted by
Daniel's theory, were checked with tests performed by Perla
[1977] with different shear frame areas. The measured decrease
of the mean strength with increasing area coincides with the
theory.

Sommerfeld's models could certainly be improved with a
determination of strength distribution of the microscopic links,
which would be more appropriate than interpreting the shear
frame sample strength to be the link strength. This is of some
importance because the extrapolation to larger volumes de-
pends ]strongly on the chosen link strength distribution [Gubier,
1979b).

For a satisfactory quantitative description of the structure
which ultimately determines strength, it does not suffice to
consider separate grains; rather, one has to consider grains and
their surrounding matrix to obtain average properties for the
overall aggregate. For this, quantitative stereology can be used
to characterize numerically the three-dimensional geometrical
properties observed in two dimensions. This is the starting
point of Gubler [1978a, b] in establishing strength-structure
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relations for snow. His basic concept is that external forces are
transmitted through chains of snow grains. In a chain, grains
have only two effective force-transmitting contacts (cffective
coordination number 2). A chain is terminated by grains with
higher connectivities (effective coordination number higher
than 2). This chain, characterized by a number of grains, is the
fundamental unit. By the analysis of section planes, Gubler
arrived at a determination of the mean coordination number
per grain, of the mean number of grains per chain, and of the
number of fundamental units per unit volume. By comparing
these parameters to measured tensile strength a much better fit
could be obtained than, for example, with density. Such par-
ameters were, for example, mean number of contacts per grain
or mean number of grains per chain (expressing the possible
eccentricity of chains).

Gubler [1978b] applied the concept of fundamental units to
brittle fracture (serics element theory) and ductile fracture
(parallel element theory). He tested both fracture modes with
Weibull, normal, and log normal distributions of link strength.
Various reasons favor, however, the log normal distribution
(this type of distribution is characteristic of bonds and grain
diameters in many sintered materials). In agreement with Som-
merfeld he obtained for brittle fracture a decrease of the most
probable strength of a body with increasing links (or volume).
For the ductile fracture, however, he found a strength indepen-
dent of the test volume, dependent only on the relative width of
the link strength distribution. It must be mentioned that the
fundamental units in Gubler’s tested snow were quite small;
they varied between 10 and 10™' mm ™3, This theory may be
improved by investigations of bond strength between ice grains
[Gubler, 1981].

6. FRACTURE PROPAGATION

From the observations by Narita [1980] it became clear that
the formation of small fracture nuclei is a question of forced
strain rates upon snow. If this rate is not too small, that is,
probably when the number of bond fractures exceeds that of
bond formation, cracks will be formed. Even when these cracks
are small, snow has already fractured because catastrophic
failure is just a delayed action, the time lag being a function of
strain rate.

Fracture propagation in snow slabs is still a matter of specu-
lation. A description of reasonable ideas is given by Perla
[1980). McClung [1979] was the first to establish quantitative
aspects for shear fracture. He based his model on tests with a
simple shear apparatus with which constant shear strains and
vertical loads are produced. Besides the horizontal shear force,
horizonta.: and vertical displacement were recorded [McClung,
1977). His results, compatible with those of Narita [1980] and
de Montmollin [1981), are as follows:

1. Low-density samples strained at siowest rates showed no
definite failure level, shear stresses continuously increased, and
settling occurred throughout the tests.

2. Low-density samples strained at fastest rates showed
strai., softening, that is, shear stresses raised to a peak strength,
and further dispiacement showed a gradual loss of resistance
until roughly a constant residual shear stress was reached. After
an initial settling, vertical dilatation occurred which persisted
roughly until peak stress was reached.

McClung [1979] postulates, on the one hand, fracture lines of
slab avalanches in thin weak layers in between two relatively
harder layers and, on the other hand, strain softening. With

these assumptions a wodel developed by Palmer and Rice
[1973] for overconsolidated clay masses, exhibiting similar
propertics, can be applied. A reservation about this theory is
that snow is nonlinear viscoelastic and not an elastic material
as assumed generally in the Palmer-Rice theory. An important
feature of the model is that snow slabs can fail under shear
stresses smaller than the peak shear strength. This could be an
additional or alternative explanation for slab failures occurring
at body weight stresses less than the measured shear frame
strength (if all this is indeed peak strength), a problem discussed
by Sommerfeld [1976] and Sommerfeld and King [1979].

Palmer and Rice presupposc the existence of a weakened
layer of limited length. Unfortunately, in a snow cover no
obvious formation process is available for such a weakness
(recrystallization?). The stress conditions in the model are as
follows: Far from the weakened layer or shear band the shear
stress is that of the body weight stress 7,. Closer to the band tip,
stress increases to the peak value 1, and then drops in the shear
band to the residual value 7,, which is smaller than 7, and 7,
The end zone over which 1 reduces from z,, to 7, is assumed to
be small in comparison to the total shear band length 2L. The
intrinsic part of the theory is the formulation of energy balance.
The gravitational work performed by the overburden slab
during an extension of the shear band, dL, is set equal to (1) the
work of the slope-parallel normal stresses due to the extension
dL, (2) the friction work done by 7, within the band, and (3) the
work against that part of shear strength in excess of r,. With a
linear clastic constitutive equation a criterion for crack propa-
gation is found, containing L as the only free parameter. This
means that a certain critical length has to be reached before
propagation is possible. The criterion equates a driving force
term, containing (r, — 1,), and a resistance term, containing
(t, — 1,). The driving force represents the net energy surplus to
drive the band and is the release of elastic energy when t, drops
to 1,. Here the discrepancy between the elastic model and snow
appears in that the stress work cannot be obtained fully during
unloading from 1, to t,. One part is dissipated, and the gained
work has to be taken from the unloading stress-strain curve, as
noted by Palmer and Rice. According to McClung, there are
now three possible modes for slab release:

1. The shear band progresses slowly until the critical length
is reached, and a further extension leads to rapid propagation.

2. A fixed local failure exists. With deposit of new snow the
driving force term is increased, and the criterion can be sat-
isfied. Here one should state more precisely that 1, has to
increase more than z,, because 1, too increases with the vertical
load [McClung, 1977).

3. Added loading by new snow causes stresses 1, approach-
ing t,. In this case a rapid catastrophic fracture is expected,
making the criterion meaningless.

In the first mode it is questionable how the shear band can
progress slowly if the critical length is not yet reached. R. G.
Oakberg (personal communication, 1980) is attempting to solve
this problem with the use of Shapery’s theory, which relates
far-field stress o to the delayed fracture time ¢, for lincar
viscoelastic materials. He obtained

t; = (lumped parameter)a, "¢~ ¢
where a, is the initial half-crack length and the lumped par-
ameter is to be determined by tests (e.g., creep compliance J,, of
the relation g, = J,,,a,). With the above relation our postulate
about fracture would be justified (sec the beginning of this
section).
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7. SNOW GUIDING

Very little work has been done in recent years on snow
gliding, although this is an important phenomenon of the
alpine snowpack. Applied problems such as snow pressure on
supporting structures, protection of trees in afforestations, or
formation of avalanches due to accelerated gliding attest to the
fact that more information about this process is needed.

Gilide is defined as the snow slip of the snowpack on a wetted
interface over the ground (gliding within the snowpack seems
questionable).

It is clear that for this phenomenon some sort of a constitut-
ive equation is needed.

McClung [1980] distinguishes two conditions at the interface
when gliding takes place:

1. The snowpack conforms to the ground surface over
which it is gliding (i.c., no separation). This movement can be
subdivided into two mechanisms, creep over asperitics at the
interface and motion by regelation.

2. The snowpack is separated from the ground by a thin
water film.

The theory presented is based on field observations, theories
of glacier gliding, and lubrication theory.

For creep over asperities without separation, snow is mod-
cled as an incompressible Newtonian fluid (i.e., with constant
viscosity). The resulting constitutive equation is of the form
t = uUq/D, where t is the average basal shear stess, u the
viscosity of snow, U, the constant velocity of the snowpack
sufficiently far from the boundary, and D the stagnation depth.
The last is a function only of the geometry of the boundary.

Glide by regelation means, as usually discussed in glacier
stiding, that metting occurs at the upstream high-pressure side
of asperities foliowed by a refreezing on the downstream sides.
Probably, regelation plays a minor role in the gliding process of
snow, but a quantitative ev=luation will not be possible until the
processes with snow are b~ .er understood by experiments.

If creep and regelatior. are considered as competing effects,
one can show that for short-wavelength asperities (e.g., those
given by a simple sine wave) the drag is very high for creep,
while for long-waveiength asperities it is high for regelation
processes. The resuiting shear stress can then be written for
both processes as above with D = D, + D,, the sum of the parts
originating from creep and regelation.

Separation probably starts at the downstream sides of as-
peritics when the pressure fluctuations of normal stresses on the
upstream and downstream sides of the asperities begin to ap-
proach the overburden pressure. This condition is realized on
stecp slopes where the ‘roughness parameter,’ that is, the ratio
of amplitude to wavelength of the ground surface, is smalil.

McClung’s theory contains hypotheses which should be
checked by field and laboratory tests. There are severe limi-
tations in applying glacier gliding theories to snow, such as the
considerably lower body weight of snow and its com-
pressibility.

8. WET SNOow MECHANICS

To understand the mechanics of dry snow is especially im-
portant in high alpine regions where the threat of catastrophic
avalanches occurs during midwinter when the snowpack is dry.
The urgency of avalanche control in such situations was prob-
ably one of the reasons for pushing forward dry snow mechan-
ics. At present, wet snow mechanics, mechanics of snow con-
taining liquid water, lags behind. Clearly, this is not because

wet snow is less important. In regions such as the main island of
Japan, Honshu, wet snow problems are by far predominant. In
general, the mechanical properties of wet snow govern such
practical matters as the release of wet snow avalanches, over-
snow vehicle performance, traffic on snow-covered roads, and
construction on snow, for example, in polar regions.

Progress in wet snow mechanics is hindered because exper-
iments are difficult to control and a theory has to involve, in
addition to the dry snow processes, complex surface phe-
nomena in the three-phase system.

Failure criteria for wet snow are not yet established, neither
those based on continuum theories nor those based on struc-
ture. What we have today are experimental observations and a
constitutive equation for hydrostatic pressure based on the
structure, mainly due to Japanese investigators and the exten-
sive work by the group at the US. Army Cold Regions Re-
search and Engineering Laboratory (especially S. Colbeck).

It is not surprising that the Japanese started with wet snow
investigations. Kinosita [1963] was the first to test such snow
mechanically. He compressed snow sampies of different liquid
water content under constant rates of deformation and noticed
that the registered forces changed with time in the same manner
as with dry snow. The big difference, however, was that this
force was about 1 order of magnitude smaller than that ior dry
snow. Furthermore, the important observation was made that
the more liquid water was present in a sample, the easier the
snow could be deformed. In other words, the higher the satu-
ration, the smalier the foree required to obtain a certain com-
paction. [to [1969] made similar tests and observed a decrease
of shear strength analogous te the decrease of compaction force
when more pore water is present.

Tusima {1973}, considering snow on roads compressed by
moving vehicles, made experimental studies on the com-
pression of both dry and wet snow under periodically repeated
loads (frequency of 36 min " '). Here again the influence of the
amount of free water has been demonstrated: The higher it is,
the easier the snow is compressed. A plot of the variable density
versus number of strokes, N, shows a similar shape for dry and
wet snow (Figure 14). A much smaller increase in density can be
observed after 10 strokes in dry snow and after 20 strokes in
wet snow, where density increases in proportion to the loga-
rithm of N. The density value attained after the same number of
loads and about same initial density increased rapidly with free
water content. A plot of density versus viscosity shows drastic
increases of viscosity with increasing density for both dry and
wet snow; however, the gradient is gradually reduced when
more liquid water is present (Figure 15). This sharp growth of
snow stiffness was explained by very quick rebonding of grains
after failure in structure, readily seen from thin sections taken at
different stages of compression.

Wakahama [ 1968, 1975], an investigator who made import-
ant observations on wet snow, noticed a drop of 2 orders of
magnitude in Kinosita’s hardness of a surface iayer in the
natural snowpack from the morning before meliing to noon,
when the frec water content was 20-25%. He also made micro-
scopic observations of densification and metamorphism, which
later served as a basis for the theoretical model by Colbeck and
collaborators. From a motion picture he observed the following
phenomena:

1. Larger grains grew at the expense of smaller ones and
became rounded ice particles. The smaller grains finally disap-
peared. Therefore the total number of grains decreased with the
lapse of time.
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Fig. 14. Density G versus number N of loadings {3.31 kg cm ) for wet snow at 0°C with different free water contents
[ Tusima, 1973]. (Reprinted by permission of the Institute of Low Temperature Science.)

2. The growth rate of grains gradually decreased from 0.02
mm/h to practically zero after 3 days.

3. The number of bonds between grains became smaller
with the lapse of time.

4. With the compression of wet snow, in the first phase the
grains were displaced by gliding at bonds without appreciable
deformation of grains until the closest packing was attained. In
the second phase, further compression resulted in large defor-
mations of grains with growing bonds until the snow turned
into bubbly ice.

5. At an ambient temperature of +20°C the grain growth
rate was approximately 50% larger than at 0°C.

6. Growth rate is impurity dependent: It becomes smaller
when NaCl concentration is greater than 0.1 g/l, and vice versa
when the concentration is less.

Colbeck [1973, 1975, 1976, 1979], Colbeck and Parssinen
(19783, and Colbeck et al. [1978] present an exemplary investi-
gation of the mechanical behavior based on complex physical
phenomena of the structure. It is an obvious example of a case
in which a pure continuum mechanical approach could never
give as much insight into the processes involved. One is posi-
tively surprised that at the end it was unnecessary to introduce
correction factors, ‘aking into account differences between the
idealized model and the real conditions. The model in its last
version proved to be in fair agreement with experimental ob-
servations. This, of course, gives some confidence in the theory
presented.

In contrast to dry snow, where deformation is due to creep of
ice, here the major deformation mechanism is pressure melting
at stressed contacts of a grain and refreezing of the meitwater
(regelation) at stress-free grain boundaries. This mechanism is

dominated by extremely small temperature differences (thou-
sandths to hundredths of a degree Celsius) between stressed
and stress-free surfaces of a particle.

Colbeck et al. [1978] and Colbeck [1979] consider exper-
imentally and theoretically the compaction of wet snow under
hydrostatic pressure. The main intention is to find an ex-
pression for the time-dependent ice density of snow, p (exclud-
ing pore fluids), in terms of the initial density p, and packing
geometry. Approximately, this is given by

p = po [F/F — D))*?

whicn becomes an exact relation for simple cubic packing
where n, the average number of contacts per grain, is an integer.
The average radius of unstressed spherical particles is denoted
by 7. and the depth of the melted cap of the sphere by D (Figure
16).

In the presence of meltwater, larger particles grow rapidly at
the expense of smaller ones, because the melting temperature
decreases with the particle radius. Smaller particles melt there-
fore because of the heat flow from warmer, larger particles. For
the increase of 7 with time, to be introduced in the above
formula, an empirical expression is adopted because no com-
prehensive theory exists.

The most delicate problem is the determination of an ex-
pression for D or for the rate of increase of D. This depth and
the bond radius r, increase because the equilibrium temper-
ature in the stressed interparticle contact area is reduced with
increasing pressure (Figure 17). Stressed contact surfaces there-
fore exist at lower temperatures than do the particles’ stress-free
surfaces. A heat flow occurs which causes melting of the
stressed surfaces. The meltwater is removed in a thin film, and
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Fig 15. Apparent viscosity for dry and wet snow versus density G [ Tusima, 1973]. (Reprinted by permission of the Institute
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refreczing takes place on the stress-free surfaces. This refreezing
represents the only available heat source, not only for melting
of the stressed surfaces but also for the shrinking particles. Thus
the rate of increase of D is

dD 759 Zr —
b _ g _ [&] =0 exp (-1f0)

and consists o1 two terms, the first due to the heat flow g from
the stress-frec surfaces and the second representing the heat
diverted to the shrinking particles. L is the latent heat, p, the ice
density, n the number of contacts per particle, t the time,and 7 a
characteristic time. The indices of the radii are p, particle; b,
bond; 0, initial; and t, radius at time r.
Heat flow q is proportional to the phase equilibrium temper-
ature difference between stress-free and suessed surfaces (T,
~— T,). Hence the larger this difference is (the higher T,, and the
lower T,), the easier snow is compacted.
For lower saturation (pendular regime), 7, is proportional to
the capillary pressure and to the salinity; thus the lower both
values, the more rapidly density increases (lower capillary pres-

Fig 16. Cross-sectional view of a typical particle symmetrically
developing four melt caps. The smaller circle 7, represents the initial
particie radius, and the larger circle 7, represents the increased particle
m;isu]s due to refreezing on the stress-free surfaces [Colbeck et al.,
1978].
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Fig. 17. Two particles pushed together melting at the stressed
surfaces. The meltwater is removed in a thin film, and refreezing takes
place on the stress-free rounded surfaces [Colbeck et al., 1978].

sure means higher water saturation). In Figures 18 and 19,
measured and calculated results are plotted.

On the other hand, T, is lowered with increased stress at
bonds o,. A first term of g, is of a mechanical nature. This stress
is higher than the bulk stress on snow. That is higher to the
same extent that the number n of stressed contacts per particle
is smaller and the ratio of particle to bond radius is larger. An
important effect is taken into account by a second term,
namely, that the pure mechanical stress is considerably reduced
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Fig. 18. Ice density versus time for various capillary pressures for
boih (a) experimental and (b) computed results (Colbeck et al., 1978].
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Fig. 19. Icc density versus time for various sodium chloride con-
tents (gram moles NaCl per kilogram of solution times dissociated ions

per molecule) for experimental and computed results (Colbeck et al.,
1978].

by repulsive clectrostatic forces due to the double charged
layers at each solid-liquid boundary within the water film of the
interparticle contact. These repulsive forces increase with de-
creasing concentration of dissolved salt at bonds, so that at low
salinitics, 0,, and ultimately also the compaction rate, is ef-
fective much lower. A further question of critical importance to
the compression is how and to what extent impurities (dis-
solved salt and air) penctrate into the water film between
stressed particles. This delicate problem of the movement of
impurities with the meltwater (moving radially outward in a
bond) and the diffusion of impurities against this flow is dis-
cussed too.

A last question brings us back to dry snow mechanics. It is
obvious that with wet snow, nonlinear viscous creep in the
stressed contacts of grains must also cxist. Assuming a power
law relationship between stress and strain rate (exponent of
stress taken as 3), it is demonstrated that this mechanism is of
almost no importance. However, its relative importance in-
creases with stress because the temperature depression, causing
regelation, depends only linearly on stress (Figure 20). Gener-
ally, it appears that the regelation mechanism in wet snow is a
fast process, whereas deformation rates of dry snow a_¢ limited
by the slow creep at stressed contacts of particles.

The theory described is in accordance with the Japanese
observations cited above and gives a quantitative under-
standing of the phenomenon. Although a relatively simple
packing geometry is assumed (in principle, simple cubic pack-
ing) with the simplest grain shape (sphere), the results are in fair
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Fig 20. Ice density versus time for regelation plus nonlinear vis-
cous creep and regelation alone. The difference between the two cusves
is the contribution of the power law creep [Colbeck et al., 1978).
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accordance with experimental observations. It is clear that this
accordance can only be valid for dense snow. The difficulties of
the structural investigation of low-density snow, in which arbi-
trary grain shapes, sliding at bonds, or bending of chains occur,
do not appear in that case (although Wakahama [1975] men-
tions gliding at bonds).

A foundation for the understanding of wet snow mechanics
now exists in a theory based on physical phenomena on the
scale of individual particles. Without this understanding it
would hardly be conceivable that a reasonable continuum
theory of wet snow could be constructed. Deterministic struc-
ture theories seem to be, at least in some cases, a prerequisite
for continuum theories. There is still a long way to go until, for
example, the release of a wet snow avalanche can be fully
understood. We would need for this a stress-strain relation
incorporating all the significant parameters and valid for gener-
al states of stress and also a corresponding failure criterion,
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Review of Surface Friction, Surface Resistance, and Flow of Snow
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Three related topics pertaining to surface properties of snow are reviewed: (1) surface friction
between snow and other materials as applied to skis and sled runners, (2) surface resistance of snow to
oversnow trafficability of vehicles, and (3) flow of snow over snow surfaces as occurs in avalanches.
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These topics were part of the presentations at the U.S.-Canadian Workshop on the Properties of Snow

held at Snowbird, Utah, April 1981. The review is an update of work in these areas since the dates of -
previous reviews and focuses, particularly, on the work reported by attendees of the workshop. \—/"
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INTRODUCTION

In this review we summarize recent research work on
snow related to surface effects. These effects are (1) surface
friction between snow and other materials, (2) surface resist-
ance of snow to trafficability of vehicles, and (3) flow of
surface snow as in avalanches. Over the past 10 years the
trend in research in these areas has been in the direction of
increased use of analytical methodology and investigation of
the mechanics of the processes involved. In part, the avail-
ability of computer analysis techniques and of advanced
clectronic instrumentation has contributed significantly to
the trend toward analytical investigations.

Comprehensive reviews have previously been written that
cover the topics of this review, and we note these rather than
attempt to summarize all the earlier work. With regard to
surface friction, Mellor 1964, 1974) summarizes many of the
experimentally determined properties of snow and ice. On
the subject of surface resistance and trafficability of vehicles
over snow, a summary by Mellor [1963] includes performance
characteristics of a number of oversnow vehicles. As to flow
of snow in avalanches a recent summary has been prepared
by Perla {1980] that updates on an earlier review by Mellor
{1968]. Our attempt at review is to build upon the cited
reviews, emphasizing research that has been completed
more recently and, particularly, reports by attendees of the
Joint U.S.-Canadian Workshop on the Properties of Snow
held April 8, 1981, at Snowbird, Utah. Recognizing the
extensive range of different means of publishing research
work, we know that we have not included all references to
work on the topics of this review.

SNow SURFACE FricTiON

Various mechanisms have been used to describe the
surface friction of snow when in moving contact with
different materials. Among these mechanisms are dry or
Coulomb friction, liquid film, plastic deformation, and adhe-
sion, all of which appear in the literature up to the present
time. Yet each represents different physical conditions, all of
which can apparently exist in snow depending upon the
temperature, moisture content, kinematics, etc. Coulomb

Copyright © 1982 by the American Geophysical Union.
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friction is normal load and velocity independent. Liquid film,
if Newtonian, is velocity dependent, with force increasing
with increase in velocity, just the opposite to adhesion
theory, which, however, is velocity and normal force depen-
dent also. Friction dependent upon plastic deformation is
force dependent and requires a definition on the yield
properties of the material. The fact that all these mechanisms
can be applied to snow implies either that snow has regimes
of behavior that are variable in relation to the friction
mechanism or that a more complex mechanism of friction
need ultimately emerge that contains essential elements of
the various simpler mechanisms that have been listed. At the
present state of the art, controversy continues on which of
the simple mechanisms should be used. We can demonstrate
this by citing some of the recent contributions in the field.

Early studies by Kuroda [1942}), Bucher and Roch [1946),
Klein [1947], Ericksson [1949], and McConica {1950] on the
friction of snow, when in contact with different materials,
centered on evaluations of ski and sled runner configurations
involving traditional materials and coatings. The peculiar
property that sliding friction on snow is an order of magni-
tude lower than usual values between dry materials was
recognized, and the advantages noted. Reasons for this
difference were derived from experiments that melting of
contacting asperites produced a liquid film upon which the
relative motion progressed. The heat necessary for melting
was attributed to friction heating, generally, and to pressure
melting at temperatures near 0°C. The recognition of a liquid
film layer, which develops shear force in proportion to the
velocity gradient and fluid viscosity, however, did not
dissuade continued reporting of friction coefficient u as the
ratio of the friction force to the normal force. This ratio is
measured with either initiation of motion (static coefficient
u,) or sustaining of motion (kinetic coeflicient py).

Reasons for reporting the results of friction experiments in
terms of a Coulomb mechanism are many. First, measuring
the forces and weights is simple compared to measuring the
viscosity and thickness of a thin film of fluid. Second, as
temperature decreases below 0°C, a transition occurs to a
dry friction process even with snow, but details on the
temperatures and geometry of this transition are not known
exactly. Third, question has been raised about the thin film
fluid mechanism by Niven [1959), who gives reasons for a
plastic deformation process at the tip of asperites due to
intrinsic disorder and mobility of protons at temperatures
slightly below melting. Mayr [1979], using a parallel plate
capacitive pickup mounted to the running surface of a ski.
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Fig. 1. Thickness (bicke) of water film bencath waxed skis as a

function of (a) air (Luft) and (b) snow (Schnee) temperatures [after
Mayr, 1979].

reports measurements of water film thicknesses using differ-
ent ski waxes as shown in Figure 1. The upper plot is water
film thickness versus air temperature, and the lower plot is
thickness versus snow temperature. Application of this
technique to other problems in snow friction is encouraging.
Both Jellinek (1957a) and Shimbo [1971] indicate depen-
dence of friction of some plastics on the affinity of water with
the surface. Some plastics show strong hydrophobic proper-
ties initially but increase in affinity to water as the plastic is
slid on snow. From listing just these contributions to the
recent literature we sec that consensus on the friction
mechanism with snow is far from resolved. Continued effort
to identify regimes of application of the simple mechanisms
is warranted at this stage until a more complete understand-
ing of the processes is known.

To demonstrate the nonapplicability of any single friction
mechanism, we have only to look at typical results from one
researcher, with the idea of applying the results to a specific
mechanism, say, Coulomb friction. Coulomb friction is

LANG AND DENT: REVIEW OF SNOW SURFACE FRICTION AND FLow

considered not to be temperature dependent, whereas snow
and ice show a dependence, as depicted in Figure 2, taken
from work by Eriksson [1949]. Clearly, distinction must be
made between friction on ice, which is generally lower and
more nearly constant, and friction on snow. The reversal in
friction coefficient values between smooth and rough steel
runners near (°C is explained by Eriksson as due to geomet-
ric shape controlling the amount of meltwater in contact with
the two types of surfaces.

Static friction of snow with other materials is generally
much larger than the kinetic coefficient. Static friction
variation with temperature is reported by Bowden [1955) for
different ski facing materials (Figure 3). The near-constant
and exceptionally low range of friction coefficient of Teflon
(polytetrafiuoroethylene) is reported also by Shimbo [1971)
and is attributable to the high hydrophobic property of
Teflon over a range of temperatures and for long durations of
contact with snow. Static friction can be strongly time
dependent owing to a process of adhesion of ice columns
that continually form and grow through sublimation at the
snow surface in contact with a ski or runner. Studies of the
adhesion of ice to metals and polymers are reported by
Jellinek {1957b, 1960), Raraty and Tabor (1958], and Landy
and Freiberger [1967). Carry-over from ice to snow is not
necessarily straightforward because of the considerably low-
er ultimate strength of snow and hence the possibility of a
different type of failure in snow than direct shear failure at
the surface, which occurs with ice.

Another characteristic of Coulomb friction is a constant
proportion between friction force and normal force. This
characteristic is not strictly observed with snow, although
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Fig. 2. Sliding friction of sled runners temperature (after
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Fig. 3. Static coefficient of friction between snow and different
coating materials applied to skis versus temperature [after Bowden,
1955].

data are far from complete. One factor that complicates tests
with variable load is the possibility of friction coupling with
compaction and sidewall shear mechanisms. Shimbo [1971]
made considerable effort to separate these effects and shows
a constant u; with load over a small range of loading
corresponding to variation in skier loading on Teflon-coated
skis (Figure 4). Ericksson [1949] shows a decrease in y; over
a large load range corresponding to sled loading. Another
related characteristic of Coulomb friction is independence of
# from contact area and from small variations in surface
roughness. For snow, Kuroda [1942] measured a depen-

Amk

.
COEFPICIENT OF FRICTION, U

202 b= SHIMBO (1971) TEFLON ON SNOW (Temp:

0 L 1 ]

dence of kinetic friction on type and wetness of snow. This
was later definitized more exactly for specific load, speed,
and geometric configurations by Eriksson {1949] in regard to
size of sled runners (Figure S) and different dry snow grain
sizes (Figure 6). Shimbo varied the roughness of phenolic
resin sliders to show variation in static and kinetic friction as
depicted in Figure 7. Huzioka {1962}, in measurements of
kinetic friction between snow and iron plates and between
snow and metacrylic acid resin plates, classified three types
of motion depending upon surface temperature and plate
velocity (types A, B, and C in Figure 8). Type A is
continuous, type B is saw-toothed, and type C is character-
ized by small irregular fluctuations. Huzioka reports kinetic
friction to be twice as large for the resin as for the iron,
which contradicts the idea of an insulator of heat having less
friction than a comparable conductor of heat. Huzioka is
also able to compute the thermal energy necessary to melt
the ice asperites in contact with the plates and finds this
energy to be only 1% of the total energy expended.

Tusima [1977] reports accurate measurement of the fric-
tion force on a steel ball 6.5 mm in diameter that was placed
in contact at different normal pressures with a moving
bicrystal ice plate. The surface of the ice plate was crystatlo-
graphically half basal (0001) and half prismatic (0110).
Changes in the values of u, on these surfaces as functions of
applied load, frictional velocity, and temperature are shown
in Figure 9. Values of j, on the (0110) surface are higher than
values cn the (0001) surface and are attributed to greater
hardness and smaller shear strength of the (0001) surface
compared to the (0110) surface. These results do not match
behavior of dry friction theory nor that corresponding to
pressure melting or frictional melting. Tusima indicates that
the results fit the adhesion theory for ice.

A topic of current interest relating to friction on snow
pertains to snow flowing on snow. This friction develops
between the moving snow and the basal stationary snow in
avalanches and is under study in regard to development of
fiow laws for moving snow. Discussion of this mechanism of
friction is included in this review in the section on flowing

Snow.

o0°c)
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PRESSURP  10"Nm"?
Fig. 4. Coefficient of kinetic friction versus contact pressure.
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[after Eriksson, 1949).

We conclude from these sets of data that snow friction
deviates from a Coulomb mode! in numerous respects.
However, until more definitized mechanisms of friction
production with snow are determined, the practitioner is
faced with using ranges in friction coefficients that may or
may not encompass possible design conditions. This forces a
dependence on experiment and empiricism that has ear-
marked advancement in friction-related design to date. For
perhaps as complete a summary of data on friction coeffi-
cients for snow as is available the reader is referred to data
compiled by Mellor [1964].
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1/DIAMETER OF SNOM GRAIN

Fig. 6. Coefficient of kinetic friction of steel runners on snow of
different grain sizes for a load of 20 kg and sliding speed of 2.5 ms '
{after Eriksson, 1949).
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SNOW SURFACE RESISTANCE

At the International Society for Terrain-Vehicle Systems
(ISTVS) meeting in 1978 in Vienna it was resolved that a
strong need exists for identification and classification of
snow in regard to its vehicular trafficability [ISTVS, 1978].
This emerged in part from the recent findings by Yong and
Harrison {1978] that traditional techniques of analyzing
vehicle trafficability on soils do not carry over to snow. That
a new direction is necessary for snow is reflected in a
classification system set up for snow at the ISTVS meeting.
The classification system is structured in two parts, the
simple and the complex, the simple based upon easily
obtained data on snowpack, namely, (1) temperature profile
and history, (2) density profile, (3) time of sampling, (4) grain
size distribution at time of sampling, (5) grain geometry and
initial assessment of bonding, (6) compressibility and density
change under a single static load, (7) resistance to penetra-
tion (from a cone test or equivalent), and (8) shear resistance
(from a vane cone test or equivalent). The ISTVS committee
considers these types of data as basic to any attempt at

Fig. 7. Static and kinetic coefficients of friction on snow versus
surface roughness of a phenolic resin slider for a temperature of 0°C
[after Shimbo, 1971).
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Fig. 8. Relation of friction type versus surface temperature T,
and speed V for a methacrylic resin plate in contact with snow. Solid
lines are boundaries between the friction types for the resin, while
ll;e dashfd lines are boundaries for an iron plate (after Huzioka et
al., 1961].

analytical modeling of trafficability of oversnow vehicles.
The ISTVS report further lists some of the more complex
properties of snow that in time need defintion and measure-
ment. Among these are (1) constitutive and rheological
performance. (2) yield/failure criterion, (3) viscous flow
properties, (4) density changes under specific load condi-
tions, (5) shear strength, and (6) water content, density, etc.,
at time of strength testing.

In reviewing these lists we see that the ISTVS committee
is essentially saying that theory in oversnow trafficability of
vehicles is very close to the starting point. This is not to say
that technology is lacking in oversnow trafficability, but the
technology has developed over the past 30 years by specific
evaluation of designed vehicles, with comparisons made by
relative performances. Results of experiments for drawbar
loads, slope traction, horsepower requirements. speeds un-
der different snow conditions, etc., are given for specific
vehicles by Rula et al. [1955), Nuttall and Finelli [1955),
Lanyon [1959], and Rula [1959, 1960). A summary on vehicle
performance has been compiled by Mellor [1963). Most tests
have been performed under controlled snow conditions in
order to show comparisons between vehicles. Harrison
11975] shows that under certain snow conditions, results of
tests are difficult to interpret and further work on testing
methodology is warranted.

In the literature we see a recent trend in applying engineer-
ing mechanics principles to surface snow trafficability and
handling problems and a gradual develcpment of well-
grounded theories and analysis techniques. Yong and Fukue
[1978] demonstrate that snow, as a granular material under
conditions that produce a shear plane failure, has character-
istics of a Coulomb-Navier material. The relationship be-
tween normal and shear stresses at two shear speeds is
shown in Figure 10a. The relationship is expressed as

T =g, tan ¢’

r shear strength;
o, normal pressure acting on the shear plane;
¢' apparent correlative angle.

Here ¢' is not related to the internal friction as in the
Coulomb-Mohr theory because of the velocity dependence
of the test results. Ataspeed 0f 6.5 x 10 *ms ', ¢' = 46°,
and at aspeed of 3.1 X 10 *ms '. ¢’ = 33°, so that shear
resistance is decreasing with speed, in contrast to other
materials. Yong and Fukue show further that in varying the
type of snow tested, significant differences occur in shear
response, and by implication the equation cited above does
not apply (Figure 10b).
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Fig. 9. _Kinetic coefficient of friction of basal (0001) and prismat-
ic ice (0110) versus (a) applied load, (b) velocity of sliding. and (c)
temperature (after Tusima, 1977).
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Fig. 10. Relationship between shear and normal stress for (a)
granular snow and (b) different types of snow as noted [after Yong
and Fukue, 1978).

In view of the above, it is apparent that properties of snow
must be assessed separately, and no attempt to modity soil
trafficability theory to model snow should be made. Addi-
tional differences between soils and snow are noted by Yong
and Harrison [1978], including the following:

1. After initial pass by a vehicle to establish a track.
follow-on vehicles further deteriorate inorganic soil, where-
as compacted snow stabilizes.

2. The compaction of snow on initial and subsequent
passes by vehicles is a large-deformation, rate-dependent
process for which the Coulomb-Mohr failure theory is not
applicable.

3. The properties of snow are time variable, except
perhaps under Arctic conditions, and this large and some-
times rapid variation needs to be considered in regard to
interaction with vehicles.

Material property investigations of snow that pertain to

tracked vehicle performance have centered on compaction,
shear, and plastic wave propagation. Tusima [1973] presents
results of repeated loading on confined snow samples and
measured densification of both dry and wet snow. The snow
was loaded at 36 cpm, load limited to either 12.75 or 38.25 x
10* N m 2. Densification versus number of cycles of loading
of dry snow is shown in Figure 11, where a critical density
around 600 kg m~? is reached beyond which the snow has a
tendency not to densify. This is consistent with earlier
findings by Bader |1962] on snow densification and is further
confirmed by Yong and Fukue [1977). using controlled
deformation rates on confined cylinders of granular snow.
Yong and Fukue define also threshold density as the mini-
mum density of snow at which sawtooth failure under
compression ceases to occur. Threshold density is found to
depend upon initial density and grain size of the snow,
whereas critical density is dependent only upon grain size for
the tests performed (Figure 12). Yong and Fukue report
approximately one-third total deformation of snow under
incremental loading to a final load, compared to the deforma-
tion obtained from direct application of the final load in one
increment. Thus type or sequence of loading influences total
deformation. Abele and Gow {1975, 1976), in compression
tests of natural undisturbed and precompacted snow at rates
of deformation up to 0.4 m s~ ', also show a break in their
data envelopes in the density range 400-600 kg m ', as
shown in Figure 13. Abele and Gow report strong influence
of initial density on densification of snow but little influence
of snow temperature or deformation rate (under single-cycle
loading).

On the basis of evidence from thin section studies by
Tusima [1973), critical density is attributed to deformation
that moves snow grains into a close-packed array. Deforma-
tion beyond this is related to deformation of the grains
themselves, which occurs at higher loads and rates of
energy. Yong and Fukue [1977) explain sawtooth load resist-
ance of snow as local collapse followed by monotonic
resistance of the more densely packed snow. In an initial
attempt at fitting a constitutive equation to compaction of
snow, Brown [1979b] concentrates on snow of densities
greater than those associated with sawtooth failure (p > 300
kg m™?) and relates hydrostatic pressure to volumetric
deformation by

1 a
pli) = — In( )[Z(So -0+
la a-—1

(- aA)
Cln ——— -
n oo - ”] J exp (- dalag)

where

a density of ice/density of snow, equal to p,/p:
So. C. A material constants for ice;
J. ¢ empirically determined constants.

This equation lacks an inertial term, which is derived by
Brown and can be added if needed. Brown compares this
equation with the experimental data by Abele and Gow
(1975, 1976) and obtains general correspondence for snow of
initial density greater than 300 kg m~*. Application of this
equation to actual vehicle locomotion in snow is demonstrat-
ed by Brown [1979a) showing two ranges of performance
(Figure 14). For a track pressure of 1 x 10* N m-? the
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cycles of loading in uniaxial confined compression.

Curves | and 3 correspond to maximum load of 1.3 kg/cm?, and curves 2 and 4 to 3.9 kg/cm? [after Tusima, 1973].

tracked vehicle surface glides on the snow at greatly reduced
energy dissipation as compared to vehicle advance at a track
pressure of 5 x 10° N m™2. Brown {i1981] has extended his
constitutive formulation of a tracked vehicle to include shear

effects as well as to account for a suspended-in-snowpack
pressure bulb beneath the track. In this constitutive equation
formulation, Brown does not take explicit account of the
critical density condition noted experimentally.
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Fig. 12. Relationship between deformation (strain) rate and threshold density for natural aged granular snow with
varying specimen heights (after Yong and Fukue. 1977].
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Fig. 13. Range in test data obtained with compression tests of
natural snowpack at various rates of deformation. Previous data are
of initially uncompacted snow, and the shaded test data are for
precompacted snow [after Abele and Gow, 1976].

A series of tests by Muro and Yong [1980a, b] with
rectangular plate and vane cone compression gages and
shear penetrometers at high rates of deformation (up to 3.7 x
107> m s~' compression and 3.49 X 1073 m s~' shear) were
used to evaluate material properties of snow. From the
compression tests they found that the deformation energy
decreases with increase in the coefficient of propagation of
plastic compression. In the shear tests, shear stress is related
to deformation X by

T= -roe'u
while the relation between shear stress 7 and normal stress o
is found to coincide with the Coulomb-Mohr equation

r=C+ otan ¢

where C is cohesion strength and ¢ the angle of internal
friction. For purposes of predicting drawbar pull of a tracked
vehicle, Muro and Yong conclude that by making the
rectangular plate compression and vane cone tests on snow,
correlation is possible. Muro and Yong [1980c) demonstrate
ability to correlate these test results with a particular tracked
vehicle configuration, wherein traction force T is expressed
by

| 3
T2—T-—(N+T) - (T2 +Ty)
-3 1~-5

T, traction force of belt drive on vehicle;
T, compaction resistance (correlates with rectangular
plate test);
T, snow terrain tractive resistance (vane cone test);
Ts, To  side friction resistances (vane cone test);
s slip ratio.

This equation is derived, but its application is not demon-
strated.

Other studies that involve measuring material properties
relating to vehicle performance include the work by Kur-
iyama and Shiboya [1978). They develop a semitheoretical
equation relating the power required for driving a rotary type
snow blower based upon a vortex model of snow deposit on
the blower casing. Calculated and experimental values ap-
proximately agree for a particular rotary blower (Niigata-
652s). The effective throwing power for snow was found to
be 30-45% of the power required to drive the blower. Yosida
(1974a, b, 1975a, b, c] presented a five-part in-depth study of
the performance evaluation of a high-speed railroad snow-
plough. Assumptions are made that allow definition of the
kickup velocity of snow by the snowplough blade. Distinc-
tion is made between flow and spray types of kickup, defined
in terms of plough speed V and the plastic wave speed ¢ of
the snow, namely,

Flow

A=V} A>|
Spray

A=V A<

Running resistance of the plough when snow kickup is of the
flow type is expressed as

F = —C\hopV?
where
C| =1-@V)cos a

and

ho  depth of snow layer removed;

po density of snow layer removed;

v kickup velocity;
a scoop angle of plough.

For spray-type kickup an equation similar to the above is
defined, wherein C, is replaced by another constant

Cy=1- (dV) cos a,
where

v.  velocity of snow at instant of pulverization;
a, nominal spray angle of snow.

Special consideration of different speed ranges of the plough
and plough geometry are investigated once the basic theory
is developed.

The application of mechanics principles to snowplough
and tracked vehicle problems described above involves in
some form the propagation of plastic waves in snow. Recent-
ly, research on plastic waves in snow has been conducted
that pertains directly to compaction by tracked vehicles and

e
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to explosion response of snowpack [Mellor, 1965). Sato and
Wakahama [1976] investigate the propagation of a wave
front in snow impacted by a falling weight. Both dry and wet
snow results are given, with wide scatter in data, but
indicating that wave speed in wet snow is lower than that in
dry snow of the same density. At a falling block impact
speed of 4.3 m s~ the plastic wave is measured at 6.2 m s ™'
in front of the block, dropping to 3.8 m s~! when the wave
front was 0.08-0.10 m ahead of the block. Plastic wave
speed was found to increase with density of dry snow, from
6.5 m s! at an initial density of 200 kg m~3to {2 ms~! at
twice the previous density. Significantly, the density of the
material behind the plastic wave front was measured at 610
kg m~>, which is in the range of critical density, as discussed
previously. Sato and Wakahama found that application of

the Rankine-Hugoniot equations for density and pressure
across the plastic wave front deviated from experiment: the
higher the initial snow density, the greater the deviation.
This result further emphasizes that the critical density prop-
erty of snow needs to be factored into work pertaining to
large deformation of snow. Other plastic wave work recently
completed by Brown [1979b, 1980a. b). involving a form of
the constitutive equation cited previously, pertains to high
rate deformation as would be obtained in snow response to
explosives.

Surface traction of snow is an important topic with respect
to performance of pneumatic tires. Browne [1974] outlines
equations for traction of treaded tires on compacted snow
similar to the equation previously given by Muro and Yong
but more complex in the account taken of tread effects.
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¢ versus depth in a small-scale avalanche
ig flow} [Dent and Lang. 1980)].

licate the extent to which the different
n are known for a specific tire design.
wrizes ranges of friction coefficients of
tompact snow as measured by Abele
959]. However, the process of traction
arely frictional except in the case of a
rface and treadless tires. The Highway
i sponsored a number of studies on
ires; some of the work reported is by
and Clough [1972), Kinosita and Aki-
haerer [1970). Additional tire traction
i manufacturer reports.

wurface resistance of snow has been
attention in recent years because of
ctivity in cold regions. It is encouraging
se problems are tending more toward
eering mechanics principles and less
duations.

FLOWING SNOW

ivity and development in the mountain-
orld have led to demands that govern-
rities be able to identify snow avalanche
out zones. In addtion, since it often
o build structures in these arcas, ava-
must be determined to formulate build-
he study of flowing snow is motivated

otion is quite complex. It may generally
er flowing or airborne powdered or a
Flowing motion encompasses wet and

dry slab avalanches and is the tumbling. flowing motion
governed by the continuous interaction among snow clods.
Airborme powdered motion is found in powder avalanches
and dust clouds associated with flowing avalanches. In
powder motion most of the snow is swirling through the air,
with snow interactions being of lesser importance than the
properties of the air the material is entrained in. The relative
velocities and densities of different parts of an avalanche are
the subject of much speculation but are backed by few data.
Most velocity measurements have been of the leading edge
of the avalanche, and then only average velocities over
certain sections of the flow have been measured. Some
researchers [Shoda, 1966; LaChapelle and Lang, 1979:
Martinelli et al., 1980] have used motion picture footage of
avalanches to determine the leading edge velocity of the flow
as it starts from rest and accelerates down the slope.
Photogrammetry techniques have also been used to measure
the time-dependent leading edge velocity of avalanches
[Briukhanov et al., 1967, Van Wijk, 1967. Brugnot, 1979].

Measurements of interior transient velocities in ava-
lanches were achieved by Schaerer [1973), Schaerer und
Salway [1980). and Shimizu et al. [1973. 1975, 1977, 1980].
These researchers mounted sets of pressure transducers in
an avalanche path. By correlating pressure peaks between
separate sensors and the resulting time lag, internal veloci-
ties could be calculated. Systematic measurements, howes-
er, could not be made because of the difficulty in correlating
pressure peaks. Dent and Lang [1980. 1981} were able to
measure the velocity as a function of depth at one point in a
scaled-down snow avalanche (Figure 15). This was achicved
by photographing the snow flow as it passed a glass window
embedded in the avalanche track.

Another potentially powerful technique for measunng
both external and internal avalanche velocities is microwasve
radar. Passive or active sensors may be placed in an ava-
lanche before it is released and monitored by a microwave
system for velocity as the avalanche descends the slope.
Ordinary Doppler measurements have aiready yielded lead-
ing edge velocities of flowing avalanches (H. Gubler, person-
al communication, 1980).

Since velocity data are so hard to gather by field measure-
ments, physical modeling can provide another means 1o get
useful avalanche data. In scaling down a natural phenome-
non such as an avalanche. dvnamic similarity must be
maintained. In addition, boundary conditions must be faith-
fully reproduced. Dynamic similarity between model and
prototype is maintained by matching certain characteristic
dimensionless numbers, involving the flow parameters. The
more carefully these numbers are matched, the better the
model motion represents the rea! event. The densimetnic
Froude number, which is the r.do of inertial forces to
gravity, is the commonly accepted parameter for plume
modeling. The Reynolds number must be high enough for
viscous effects to be neglected. Hopfinger and Tochan-
Danguy [1977) and Tochan-Danguy and Hopfinger [1975]
used gravity flow of salt solutions to model powder ava-
lanches. They used a 3-m-long inclined tank to allow a salt
brine to flow under a less dense ambient fluid. The qualita-
tive results strongly resembled the natural event. However.
the density ratios between the two fluids in the model did not
match the prototype, which casts suspicion upon the results.
Lang and Dent [1980] uscd a 1/100 scale geometric model of
snow impacting a barrier to study avalanche impact forces.
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Fig. 16, Protile of an avalanche denved from pressure sensors
{Schaerer and Sulway. 1980].

Froude number was matched. but Reynolds number was
not. The model impact results compared favorably to a
computer simulation in which both Froude and Reynolds
numbers were matched.

As sparse as the data are for velocities, they are much
betier than the data available for density. Direct density
measurements have been very difficult to make for flowing
snow. Evbert-Berard et al. {1978} used gamma rays to obtain
some average density measurements in flowing snow. Indi-
rect evidence based on flow depths has also been used to
estimate the average density of an avalanche. These esti-
mates range from 60-90 kg m " for dry snow avalanches to
300400 kg m * for wet snow avalanches [Schaerer. 1975).
Schaerer and Salway [1980] concluded from evidence gath-
ered from their pressure gauges located at Rogers Pass in
British Columbia “that well-developed dry snow avalanches
have an unsteady wave motion similar to the slug flow
observed in ultra-rapid flow of water. and that they consist
of three stratified components: dense flowing snow at the
bottom, light flowing snov’, and powder snow’ at the top
(Figure 16). They go on to say that the dense zone was 0.5~
1.2 m deep and formed the principal mass of the avalanche.
The light flowing snow, with an average density from 10 to
30% of that of the dense zone, consisted of a mixture of
powder and lumps of snow up to 60 mm in diameter. The
speculation is that this |- to 5-m layer of light snow is caused
by lumps being tossed upward from the surface of the dense
flowing snow by the turbulent motion at that surface. In the
runout zone it is often possible for the light flow to separate
from the dense flow either at bends in the avalanche track or
during rapid deceleration. The third component of the ava-
lanche reported by Schaerer and Salway is the powder
cloud, which could not be detected by their instruments but
was obscived visually. Direct measurements of snow densi-
ty in an avalanche will probably have to await development
of remote sensing techniques.

In addition to determining the bulk density of flowing
snow, the sizes of the particles that make up the avalanche
would seem to have a marked effect on the motion. * Almost
immediately after a snow slab breaks away from the starting
zone and begins accelerating down the track, the moving
mass disaggregates into blocks. and then into round chunks
and various sized particles' [Perla, 1980). The sizes of these
particles depend upon the type of snow released, the size of
the avalanche, and the distance the avalanche runs.
Schaerer [1973], from visual observations of moving and
deposited snow, puts the particle size for dry snow ava-
lanches in the range from 0.1 to 100 mm in diameter. Mears

[1980], from examination of avalanche debris. estimates this
range to be 2.0-150 cm for hard slab avalanches. How
particle size influences motion is not clear. However, the
influences must depend upon the relative motion of the
particles: how they slide past one another, bounce, collide,
and rotate.

The relative motion of the various sized constituents of an
avalanche and the stresses associated with that motion form
the basis of avalanche dynamics. It has been said {Salm,
1966] that the exact development of a constitutive equation
for snow flow may be impossible to determine. The relation-
ships are very complex and dependent upon a large number
of parameters. Thus certain empirical assumptions are nec-
essary in order ‘o achieve a working system for analysis, and
selection of primary versus secondary parameters becomes
an essential step in formulating the analysis technique. For
example, since temperature is usually a function of altitude.
the mass of an avalanche that has only descended several
hundred meters may already be made up of snow of widely
varying properties due to entrainment of snow of different
temperatures.

If one were to try to characterize snow avalanches in
general terms, a description might read: ‘A snow avalanche
is the transient, three-dimensional motion of a variable mass
system made up of a nonrigid, nonrotund, nonuniform
assemblage of granular snow fragments flowing down a
nonuniform slope of varying surface resistance.” The driving
force in an avalanche is always the force of gravity, but the
resistive forces are all dependent upon the interactions
between the individual snow fragments. Even if one knew
the form of the interaction forces. the large number and
highly variable nature of the particles would make analysis
unmanageable, except in some statistical sense. Given, then,
that the exact mechanical solution to the avalanche motion
problem may be impossible, it is also unnecessary. The
motion of individual snow fragments is of limited interest.
The time and spatial transients are small for most purposes.
A possible exception would be the impact of an individual
snow clod upon an equal-sized or smaller area. It is the
overall motion, in some sense the average motion, of the
avalanche that is of interest. Approximations to the mechan-
ics of the fragment interactions must be made so that
analysis can be carried out. In this way, some appropriate
average velocity may be determined from which runout
distances and impact forces can be calculated. It is generally
true that the more realistically the interaction forces are
modeled, the more accurate and general will be the solution
to the analysis. It has been the objective of the avalanche
dynamicist to formulate avalanche flow models simple
enough to solve, yet complicated enough to include as much
of the mechanical behavior of the avalanche as possible.

Among the first to present an analytical formulation for
avalanche flow was A. Voellmy in his classic monograph
presented in 1955. Voellmy [1955] based his analysis on the
equations developed to describe open channel fluid flow. He
extended the open channel hydraulics approach, with all its
implicit assumptions, to the flow of snow on a mountain
slope. Voelimy, and many others since him. based their
theories on the observation that snow avalanches seem to
‘flow.’ That is, the material deforms. conforms to the slope,
and often flows around obstacles. This motion is much like
the movement of water along a streambed—hence the analo-
gy with open channel hydraulics. Implicit in the assumptions
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of this approach is that flowing snow behaves as a fluid. In
most continuum mechanical theories, fluids are considered
to be continuous, homogeneous, and isotropic. That is, any
granular nature of the material is ignored, and any spatial
variation in the fluid is neglected. Furthermore, hydraulics
deals with materials that can be considered incompressible.
The degree to which all these effects influence snow ava-
lanche movement determines the extent to which an incom-
pressible fluid model can give useful results. The incom-
pressible fluid model does, however, greatly simplify the
analysis. Using a continuum mechanical theory, the problem
is reduced to finding point values for the stresses within the
material. This is most easily done by using a momentum
balance analysis. The stresses are then related to deforma-
tions by a constitutive relation that takes the properties of
the fluid into account.

The open channel hydraulics analysis that Voellmy ap-
plied contains, in addition to the fluid assumptions, approxi-
mations related to fluid motion in an open channel. Chief
among these approximations is that the flow is steady, that
is, that there is no time dependence to the motion. The idea
is that an avalanche on a constant slope quickly accelerates
to a terminal velocity and thereafter exhibits steady motion.
The momentum balance equation is commonly integrated
over the slope normal cross-sectional area so that only the
boundary stresses need be considered. The dependent vari-
able then becomes the average velocity of the material in
cross section. In addition, a uniform motion is usually
assumed, so that the flow experiences no variation along the
slope. Under these assumptions the momentum balance
equation becomes an equilibrium condition,

7= pgh sin 6 )

in which 7is the resistive shear stress at the fluid boundary, p
is the average fluid density, g is the acceleration of gravity, h
is the flow depth, and 6 is the constant slope angie. In order
to derive an equation for the velocity of the flow, an equation
relating the velocity to the stresses on the boundary must be
introduced. For this constitutive equation, Voellmy used the
Prant] mixing length approximation [Pao, 1961). In turbulent
fluid flow, in which the velocity and stresses at any point
fluctuate randomly, the boundary drag is approximately
proportional to the square of the flow velocity: 7 = k2
However, Voellmy postulated an additional friction force
proportional to tF - ~~ting normal force, so that the proposed
equation became

7= kw® + ughpcos 8 )

The form of the additional term in this equation is the same
as that of a conventional Coulomb friction force in which uis
the coeflicient of friction. The addition of the friction term is
necessary, because snow exhibits a cohesion or locking
property. A minimum stress level must be exceeded before
deformation occurs. Using this equation (2) for the shear
stress at the avalanche-channel interface and equation (1) for
the shear stress at the avalanche-atmosphere interface, the
momentum balance equation may be solved for the flow
velocity:

v = [éh(sin 6 — p cos 6)]'?2

where the drag coeflicients have been combined into a single
parameter £ The flow velocity v is the average terminal
velocity that an avalanche is supposed to quickly attain

under uniform steady conditions along a constant slope,
provided the stresses at the boundary of the avalanche can
be modeled by the above stress equations. (In the case of
open channel flow, the height of an avalanche, 4, is replaced
by the hydraulic radius, which is defined as the ratio of the
cross-sectional area 1o the wetted perimeter.)

To calculate runout distances, the avalanche path is
divided into three parts: (1) the starting zone, where the
avalanche is initiated and accelerates to terminal velocity,
(2) the avalanche track, with a constant slope which allows
steady state flow, and (3) the runout area, where the slope of
the track has decreased, causing the avalanche to decelerate.
If it is assumed that the avalanche enters a constant-slope
runout zome with the velocity calculated from the steady
state conditions of the track flow, the runout distance S can
be found from a simple energy balance equation. The
equation Voellmy derived is

S = v¥/[2g(p cos 6 — tan 8) + V’g/th,,)

in which A,, is the mean deposition depth. By applying these
equations to an avalanche path, avalanche runout may be
calculated. The usual procedure is to subjectively break the
avalanche track into its three sections. The important point
is the transition into the runout zone. The steady velocity is
calculated from the slope of the track, and then the runout
distance is computed from the transition point. The result of
the analysis is highly dependent upon exactly how the path is
divided and where the transition point is chosen. Through
experience, certain individuals have become very proficient
at making these subjective decisions, and this method has
yielded good results. As the avalanche paths become more
complicated, the application of Voellmy’s equations be-
comes more difficult; also, it is difficult for someone inexpe-
rienced in the method to apply it and get accurate results.

The material parameters appearing in Voellmy's equations
are £, the turbulent friction coefficient, dependent upon
terrain roughness, and u, the dry friction coefficient. The
coefficient £ is given the range 400-600 m s~2 by Voellmy.
Later investigators [Mears, 1976; Schaerer, 1975; Leaf and
Martinelli, 1977; Buser and Frutiger, 1980; Martinelli et al.,
1980] have allowed £ to become as large as 1600 m s~2 and
recommend average values of £ of about 1400 m s~2.

Bucher and Roch {1946} were among the first to publish
data for the dry friction coefficient u. They found that for
hard, wet snow sliding slowly over a hard, wet snow surface
the friction coefficient ranged from 0.1 to 0.4. Inaho [1941)
slid blocks of dry snow over a granular surface and found u
to range from 0.4 to 0.6. Heimgartner [1977] found values for
u from 0.22 to 0.39 when measured on a small test slide at
Weissfluhjoch, Switzerland. Sommerhalder {1972] computed
a maximum friction coefficient of 0.5 from snow flowing over
snowsheds, with an average value of 0.32. Using data
reduced from 16-mm movie film, Martinelli et al. [1980]
computed the friction coefficient for a wet slab avalanche in
the runout zone to be from 0.30 to 0.35.

Estimates of the friction coeflicient can also be made from
the static angle of repose for natural snow. Perla et al.
[1980], using this method, give values for u from 0.25 to 0.45
depending on factors such as snow type, path roughness,
and the presence of trees and obstacles. Mellor (1978} puts
the friction values between 0.2 and 0.6.

Many studies also have applied Voellmy's equations to
avalanches that have already runa, trying, from the known
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results, to estimate the values of the friction coefficient.
Voellmy (1955] suggests the use of the relation 1 = p/2000,
where p is the density of the flowing snow in Kilograms per
cubic meter. Using values for p of 200400 kg m™>, the
friction coefficient is in the range 0.1-0.2. Salm [1972] uses u
values from 0.15 to 0.50. Leaf and Martinelli (1977] found
that values of 0.15-0.18 for the friction coefficient gave them
the best results. Schaerer [1975] proposed to make u veloci-
ty dependent and suggested the relationship u = S/v with v
expressed in meters per second. Martinelli et al. [1980]
found that this expression worked well for hard slab and
slow wet avalanches when combined with a turbulent fric-
tion coefficient of £ = 700-800 m s 2 but that for large-design
avalanches a constant u of 0.15 combined with a £ of 1200-
1600 m s~2 worked best.

Salm [1966] expanded upon Voellmy's theoretical treat-
ment of an avalanche and derived a time-dependent equation
for the velocity of the mass center. His resistive force was a
Taylor series in velocity, truncated after the third term:

v v
R=R0+R|T-!+R:Z
The constant term R, represents a dry friction force; R, can
be attributed to linear viscosity; the third term is due to
turbulent friction and the ploughing of the avalanche into the
stationary snow. Salm neglected the second term with
respect 1o the third for high-speed flowing avalanches. He
assumed that the energy dissipated by internal friction (the
R, term) was small in comparison to the turbulent energy
dissipation (the R, term). The resulting expression for maxi-
mum velocity on a constant slope has the same form as
Voellmy's equation. Salm, in the same presentation, used
energy considerations to derive an equation for runout
distance. It is a more comprehensive treatment than
Voellimy's and includes the possibility of artificial obstacles.
The resulting equation is considerably more complicated
than Voellmy’s, but it does not contain the troublesome
singularity that appears in Voellmy’s equation.

Mellor [1968] presented an analysis similar to that of Saim
[1966]. but he also considered the possibility of having a
variable mass system. The mass was allowed to vary linearly
with the avalanche velocity:

m = my(l + kv)

Here my is the initial avalanche mass, and & is an entrain-
ment coefficient. This is an empirical relation based upon a
correlation between avalanche mass and velocity. The dy-
namic equations that result from this analysis are cumber-
some and ‘afford little insight into the effects of entrainment
as they stand’ {Mellor, 1968).

Perla et al. [1980] developed a center-of-mass model
similar to the models discussed previously. A mass entrain-
ment term proportional to the square of the speed was
included in the dissipative forces. This term was combined
with other v? terms into a single term having the coefficient
D. The equation of motion was then solved successively over
small intervals along the slope; in each interval the slope and
the friction coefficients were considered to be constant. The
expression for the maximum velocity over any interval has
the same form as Voellmy's equation for terminal velocity,

Umax = [(mg/D)(sin 8 — p cos §))'?
in which mg/D replaces Voellmy's &. In addition, at the

Juncture of two segments a correction for momentum loss at
the slope transition is included.

Values for the parameters 6 and m/D for this model are
found in the same way that u and £ are found for Voellmy's
model. Perla et al. [1980) and Bakkehéi et al. [1981) discuss
and give examples for these parameters.

In another work, Perla [1980] analyses the effects of snow
entrainment that occur at a constant rate per unit length of
avalanche travel: “Initially entrainment and drag cooperate
to oppose acceleration, but if entrainment continues the
mass increase will eventually work against the drag and
velocity will increase. However, . . . the velocity boost is
only significant given continual entrainment on very long
paths.’

A major drawback to the center-of-mass approach to
avalanche dynamics is the lumping of the avalanche mass at
one point. An avalanche is an extended mass of variable
density and velocity. The use of the center-of-mass equa-
tions does not provide insight into the spatial properties of
the flow. In particular, the fiow depth, although it may
appear as a parameter, is never calculated.

To account for the spatial characteristics, a general stress-
deformation relation must be found. One of the simplest
relations is the continuum-mechanical representation of a
linear Newtonian fluid. It is very unlikely that snow in a
moving avalanche deforms according to this flow law, but
adoption of more sophisticated models leads to equations of
motion that are unmanageable. As it is, the linear fluid
assumption results in a nonlinear partial differential equation
for the velocity, the so-called Navier-Stokes equation. For
the flow geometries encountered in avalanche motion, only
computer solutions to the Navier-Stokes equation can be
obtained [Brugnot, 1979]. Using this technique. Dent and
Lang [1980] match avalanche leading edge velocities and
flow geometries for a small-scale test avalanche.

The principal parameter for linear fluid flow is the Newto-
nian viscosity. This coefficient is the constant of proportion-
ality between shear stress and the linear velocity gradient.
Estimated values for this constant range from the viscosity
of air, 1.5 x 1073 m? s~ [Perla, 1980] to the viscosity
associated with creep motion, 65.3 m?s™! [Shen and Roper,
1970]. Actual measurements of viscosity for flowing snow do
not exist. Bucher and Roch [1946], however, did measure
the frictional resistance of hard wet snow sliding over a hard
wet snow surface for speeds between 0.2 and 2.4 m s~
They found that the linear fit to their data yielded a constant
of proportionality of 475 N s m™~'. If it is assumed that there
was a 2-mm layer of granulated snow of density 300 kg m >
between the sliding surfaces and that the velocity gradient
was linear in this region, then the viscosity in this layer
would be about 0.003 m? s~'. Similar tests by Lang et al.
[1981], using hard sintered snow over the velocity range 0.1-
0.25 m 5™, yielded a viscosity coefficient of 0.004 m? s '.
These values will undoubtedly be different at higher speeds,
but they do serve as possible order-of-magnitude estimates.

The viscosity of fluidized snow has been measured in
Japan by Maeno and Nishimura [1979] and Maeno et al.
[1980). By passing air upward through a snow column they
were able to suspend snow and create a fluidized bed: ‘The
general behavior of the fluidized snow resembles that of a
liquid." {Maeno et al., 1980). The dynamic viscosity was
measured by standard techniques for a fully fluidized snow
bed and found to be in the range 0.3-107* N s m 2,
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TABLE 1.

Snow Suﬁuc Friction

Bowden [1955)
Bowden and Hughes [1939]
Bowden and Tabor (1956, 1964]
Bucher and Roch [1946})
Budnevich and Deriagin (1952}
Eriksson [1949]
Evans et al. (1976]
Eybert-Berard et al. {1978)
Goldovskii (1953}
Huzioka [1957, 1959}
Huzioka et al. (1954, 1955,
1958, 1962, 1963}
Jellinek [1957a, b)
Keinonen et al. [1978)
Klein [1947]
Kuroda (1942}
Kuroiwa et al. [1969]
Landy and Freiberger [1959]
Mayr [1979)
McConica {1950]
Mellor [1964, 1966, 1974}
Morphy [1913]
Nakamura et al. [1966)
Nakaya [1936)
Niven (1959]
Palosuo et al. [1977, 1979]
Rarary and Tabor {1958}
Seligman and
Debenham [1943)
Shimbo (1971)
Torgersen [1979]
Tusima [1977)
University of Minnesota
{1951, 1955]
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Literature Lists for the Topics Reviewed

Snow Surface Resistan.c

 Abele (1963, 1966]

Abele and Gow {1975, 1976]
Assur (1964]
Bader (1962
Bekker [1969]
Brown {19794, b, ¢,
1980a. b. 1981)
Browne (1973, 1974)
Diamond {1956]
Dickson ey al. [1961]
Gerdel et al. [1954]
Harrison {1957,
1975]
ISTVS (1978]
Johnson [1978)
Kinosita and
Akitaya {1970]
Lanyon {1959]
Mellor (1963, 1965]
Moyer [1947)
Muro and Yong
[1980a, b, c]
Napadensky [1964)
Nutiall and
Finelli {1955]
Nuttall and McGowan
(1961]
Rula (1959, 1960}
Rula et al. [1955]
Sato and Wakahama
[1976)
Schaerer {1970]
Skinrood [1957)
Smith and Clough
[1972)
Taylor [1952]
Thomson (1955, 1957}
Tusima (1973, 1975}
Wakahama and Sato
(1977
Wehner {1959}
Weiss et al. [1956)
Yokomore [1975)
Yong [1973]
Yong and Fukue (1977, 1978}
Yong and Harrison [1978)
Yong and Muro [1980c}
Yosida [1974a, b, 1975a, b, ]

Flowing Snow

Bagnold [I954: @gﬁl T

Bakkehéi et al. (1981]
Briukhanov et al. (1967}
Brugnot {1980}

Bucher and Rock {1946)
Buser and Frutiger [1980)}
Dent and Lang [1980)
Goodman and Cowin

{1971, 1972]
Heimgartner {1977}
Hopfinger and

Tochon-Dangur |1977)
Inaho [1941]

Kanatani [1979]
Korner [1980)
LaChapelle and

Lang [1979]

Lang and Dent [1980]
Lang et al. [1981)
Leaf and Martinelli

[1977]

Maeno and Nishimura

[1979)

Maeno et al. [1980]
Martinelli et al. [1980]
Mears {1976, 1980)
Melior {1968, 1978]
Nedderman and

Laohakul [1980]
Pao (1961}

Pariseau [1980]
Perla [1980)

Perla et al. [1980}
Salm {1966, 1972}
Savage [1979]
Schaerer (1973, 1975]
Schaerer and Salway

[1980]

Shen and Roper [1970)
Shimuzu et al.

{1973, 1975. 1977. 1980]
Shoda [1966]
Sommierhalder {1972)
Tochon-Danguy and

Hopfinger [1975]

Van Wijk (1967]
Voellmy [1955)

depending upon the particle size and the fluidization veloci-
ty. When these numbers are divided by the densities of the
snow, values of the kinematic viscosity are found to be in the
range 5 X 107%m? 57" t0 0.001 m* s™*. As the fluidization air
velocity is decreased below the velocity necessary for com-
plete fluidization, the measured viscosity coefficients rise
sharply. At the minimum possible airflow velocity, below
which the incomplete fluidized bed becomes unstable and it
becomes impossible to measure the viscosity, the measure-
ments yield results in the range 0.0001-0.001 m? s~*.

It is clear that the viscosity of avalanching snow is a
function of the degree to which the snow is fluidized. This, in
turn, depends upon the snow type and the velocity of the
flow. A high-speed powder avalanche may be fully fluidized.
with a viscosity very near that of air. For a slab avalanche of
the mixed type the dense flowing portion may have a
viscosity of 0.001 m? s~ or larger. When flowing snow .is

modeled as a linear viscous fluid, it may also be necessary to
use an artificially large viscosity to account for v? forces that
are not represented in the model.

Since flowing snow is made up of a granular material, it
may be possible to utilize some of the work being carried on
in the field of grain flow. Mears [1980] tries to apply some of
the results of Bagnold's [1954, 1956] work on cohesionless
grain flow in fluids to snow. Additional references in the
granular material area are articles by Goodman and Cowin
[1971, 1972], a monograph by Savage [1979], an article by
Nedderman and Laohakul {1980), and a paper by Kanatani
(1979]. Constitutive equations for granular materials are
formulated in these papers. The rheology of grain flow is
probed by experimental as well as theoretical techniques.
Only a partial list of the work in grain flow has been provided
(Table 1); other investigations either completed or in pro-
gress may have relevance to snow flow.
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Properties of Blowing Snow

>

R. A. ScuMIDT
Rocky Mountain Forest and Range Experiment Station, USDA Forest Service, Fort Collins, Colorado 80526

‘} The size and shape of windblown snow particles determine not only the mass transported by
urbulent fluxes but also the rate of phase change from ice to water vapor that occurs in this multiphase
flow. These properties and particle densities dictate particle fall velocity and therefore the vertical
distribution of mass and surface area, which strongly influence the gradients and fluxes of sensible heat
and water vapor within the transport layer. Initial movement at the snow surface depends more on
availability and impact forces of loose particies than on aerodynamic drag. Cohesion between surface
particles and particle restitution coefficient are important properties that determine threshold wind
speeds for snow transport. Threshold speeds for biowing snow vary over such a large range in nature
that formulations predicting transport rate as a function of wind speed should include threshold speed
as a parameter. The expression derived by Iversen et al. (1975) is compared with low-level snow
transport in the atmospheric boundary layer. Self-similarity of wind profiles in blowing snow is a
property of the Sow that has been exploited for scale modeling of snow deposition around obstacles,

both outdoors and in wind tunnels. Good quantitative results are obtained by careful attention to

similitude requirements.

This review of snow and flow properties in blizzards
follows the detailed comparison by Radok [1977] of theory
developed in the Russian and English literature. Before that,
reviews by Mellor (1965, 1970) summarized measurements
and theoretical decvelopments very well, and Male {1980}
provides quite a comprehensive look at our knowledge of
blowing snow. In this review the phenomenon is considered
as turbulent flow of a multiphase, incompressible fluid, so
that in addition to properties of the snow particles, proper-
ties of the Auid and flow are also considered. Emphasis on
flow over plane boundaries reflects the scarcity of recent
studies on snow transport around obstacles.

BLOWING SNOW 1S MULTIPHASE FLOW

Snow, the solid, and air, the fluid, make snow transport at
least two phase, but during transport the solid also under-
goes a phase change to vapor, and this is an important part of
the process. Sublimation during transport was recognized by
Dyunin {1959, 1967] and included in his transport equations.
Temperature, humidity, and radiation are most important in
determining the rate of phase change [(SchAmidt, 1972], but it
is the vast particle surface area exposed during drifting that
makes the process hydrologically momentous.

Over a horizontal surface, concentration of the solid phase
is greatest at the surface, giving a bulk density of the mixture
that is approximately twice the density of the air alone. A
strong hydrostatic pressure gradient near the surface can be
deduced from the interesting experiments of Maeno and
Nishimura [1979] on fluidized snow. Drift particles are more
rounded and much smaller than the original precipitation
crystals, ranging from 20 to 500 um in diameter, and size
distributions measured at any height show slight positive
skew. Mean diameters decrease with height and increase
with increasing wind speed. These results are well docu-
mented by measurements at Byrd Station, Antarctica [Budd
et al., 1966), and by Budd's [1966] analysis of those data. In
transport over a frozen lake in southeastern Wyoming,
Schmidt (1981] verified that the two-parameter gamma func-
tion fit size distributions in saltation, but Budd's |1966)
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relationship between size, wind speed, and height underesti-
mated mean diameters.

Takeuchi (1980] describes an experiment on the growth of
snow transport downwind from a boundary (a river which
trapped snow from further upwind). The increase in mass
flux with distance supports Dyunin’s [1967] observation of
growth at a decreasing rate until oscillation occurs around
some steady state transport rate. Dyunin gives distances
required for full development of transport in the range from
200 to 500 m and more, depending on the state of snow cover
surface. Takeuchi estimates 350 m from his measurements
on snow-covered level terrain downwind of the Ishikari
River in Hokkaido. At many locations in the mountains, it
appears that snow transport by wind may not approach
saturation rates because catchments are too closely spaced.
Growth of transport should be predictable from the distribu-
tion of bond strengths of exposed surface particles and the
probability that an exposed particle will be struck by a
saltating grain. Gessler [1970] used a similar approach to
predict hydraulic stability of channels from the distribution
of surface particie sizes and the probability of fluid forces
lifting surface particles. Maeno et al. (1979) also suggest a
statistical approach to predicting the onset of blowing snow.

S. Kobayashi [1979] measured the wind turbulence in
blowing snow with a sonic anemometer. The scale of turbu-
lence determined from autocorrelation of longitudinal wind
speed decreased in blowing snow. This scale corresponds to
the horizontal dimension of the ‘largest turbulons’ and is
approximately equivalent to the integral scale of turbulence.
Spacing of snow waves corresponded closely to this scale.
Perhaps more important is the slope of the autocorrelation
coefficient with lag time. S. Kobayashi's measurements at
Sapporo in 1969 with the sonic anemometer at heights below
I m show large differences between drifting and nondrifting
conditions. It appears that mechanical production of turbu-
lence is greater with drifting. However, because the differ-
ences are over a range of lag times from 0.5 to § s, the
increase in mechanical turbulence production is not associat-
ed directly with eddy shedding by individual particles but is
more in the time scale of clouds or bursts of particies.

Measured vertical fluxes of heat and water vapor over
snow su'faces without blowing snow show that turbulent
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exchange coeflicients for water vapor are less than exchange
coefficients for sensible heat (Male and Granger, 1979]. If
blowing snow occurs with sublimation, sensible heat transfer
is usually directed toward the surface, while water vapor
flux is away from the surface. The signs of the two gradients
are therefore opposite, a condition which Warhaft {1976]
concludes will produce a difference between eddy conduc-
tivity and eddy diffusivity for water vapor. It seems unlikely
that the Monin-Obukhov similarity hypothesis would de-
scribe vertical profiles of temperature and humidity in the
atmospheric surface layer with blowing snow, because it was
not developed to account for multiphase flow.

The hypothesis that eddy diffusivity of snow K, equals
eddy viscosity K,, is of fundamental importance in the
diffusion model of snow transport [Radok, 1977]. Sommer-
feld and Businger [1965) question the hypothesis K /K, = 1,
but as Radok [1968} points out, their results depend on
particle fall velocities (1.0-1.7 m/s) that are large in compari-
son to settling speeds for the particle sizes measured in the
Antarctic. If we assume ice spheres and apply results for low
Reynolds numbers [Beard and Pruppacher, 1969), the size
corresponding to the fall velocity range 1.0-1.7 m/s is large
in comparison to reported size distributions summarized by
Mellor [1965). Businger [1965) has also questioned the use of
still-air settling velocities to test the hypothesis K/K,, = 1.
Further consideration of the hypothesis K/K,, = 1 is in
order in view of the above questions. An experiment that
measured still-air settling velocities of individual particles

smpled from drifting, and recorded their size, would deter-
mine particle density, which is assumed equal to that of ice
but has not been measured. Direct measurement of vertical
snow flux by eddy correlation, using a sonic anemometer
and snow particle counter [Schmidt, 1977], would give
another test of the hypothesis.

Dyunin [1967] observed periodic fluctuations in snow
transport along an aerodynamic canal once saturated drifting
rates were achieved. He suggested this as the origin of
surface features such as dunes. This agrees with Radok’s
[1968) argument that erosion and deposition are reflected by
differences in vertical profiles of drift flux. The concept of a
fully developed oscillating transport rate is strongly support-
ed by S. Kobayashi's {1979, p. 40] measured cospectrum of
turbulent shear. During snow wave formation he noted that a
remarkable peak is seen at the frequency of 0.07 Hz, but this
peak disappeared as the wave-forming action weakened.
White and Schulz (1977, p. 502] also noted an oscillation in
wind tunnel saltation. Maeno and Nishimura (1977, p. 502]
also noted an oscillation in wind tunnel saltation. Maeno and
Nishimura [1978] recorded oscillations in pressure difference
across fluidized snow, which may or may not be related to
observations in horizontal transport, but Dyunin [1967,
Figure 3] showed that changes in transport rate were associ-
ated with fluctuations of the quasi-static pressures in the
boundary layer.

MEAN VELOCITY PROFILE DEPENDS ON DRIFT DENSITY

Several factors limit the region of flow in which the
vertical profile of average velocity can be adequately de-
scribed by the familiar logarithmic equation. Thermal strati-
fication in the atmospheric surface layer, saltation, and
nonuniform terrain all change the shape of the wind profile,
yet this equation still provides the basis for descriptions of
flow velocity.

Deviation from neutral atmospheric stability usually
causes the difference between flow velocity and the logarith-
mic prediction to increase with height above the level of 2 m
or so. Although the strong wind speeds associated with
blowing snow increase turbulent mixing and tend to establish
neutral stratification, sublimation and katabatic conditions
require stable temperature gradients. Flow velocity profiles
in light to moderate drifting snow do show deviations
associated with stable stratification (Shiotani and Arai, 1967,
Figure 3; Lister, 1960, Figure 14}.

Saltation, on the other hand, creates deviations from the
logarithmic wind profile in the region below 10 cm. These
deviations increase approaching the snow surface [S. Ko-
bayashi, 1969; Maeno et al., 1979], and velocity vanishes at
some depth below the surface [Oura et al., 1967). Bagnold
[1941] derived an expression for the velocity profile based on
observations that profiles in saltation flow of sand in a wind
tunne) pass through a ‘focus’ near the surface. The velocity
at this focus is related to the velocity at the threshold of
particle entrainment. A recent extension of this argument is
presented by White and Schulz [1977). Dyunin's measure-
ments in saltation flow of snow in an aerodynamic canal lead
him to accept Bagnold’s velocity profile equation [Dyunin,
1967].

It appears that the log-linear wind profile [Lumley and
Panofsky, 1964] may be combined with the saltation profile
to give a description that will apply over horizontal or
uniformly sloping terrain up to heights of several meters, in a
wider range of thermal stability. Irregular terrain demands
greater modification of the profile equations to account for
streamwise pressure gradients [ScAmidt, 1967]. Recent pro-
files in blowing snow at a ridge crest [Fohn, 1980) show
velocity maxima at heights around 1 m. S. Kobayashi [1979]
reports drift density profiles, and turbulence near an
obstruction, where flow velocity profiles are much more
complex than over plane horizontal surfaces.

CoHESION DETERMINES THRESHOLD WIND SPEEDS

From experiments with sand in a wind tunnel, Bagnold
[1941] concluded that the ‘impact threshold’ wind speed for
particle movement when particies were injected into the flow
was consistently lower than the ‘fluid threshold' speed
required to remove particles from the surface by aerodynam-
ic forces. S. Kobayashi {1979] suggests that ‘the ejection of
snow particles from the snow surface by wind action may
hardly occur in nature, (i.e., the generation of drifting snow
in nature is explained by the mechanical impingement of a
snow particle saltating on the snow surface).’ He based this
on the large discrepancy between measured threshold shear
stresses for snow movement in the wind tunnel and over a
natural snow surface. Comparison of calculated aerodynam-
ic forces and forces of elastic impact with those required to
overcome bonds on exposed surface particles leads to the
same conclusion [Schmidt, 1980).

Precipitating snow, intercepted snow on vegetation. and
hoar frost on a snow surface are sources of particles which.
when injected into the wind stream, provide the impact to
erode a snow surface otherwise stable in all but extremely
strong winds. Mellor (1965] has suggested that defining
threshold wind speed as the maximum speed at which
particle motion ceases might provide a cleaner determination
of this value,
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Cohesive forces holding exposed particles 1o the surface
include electrostatic forces, surface tension, and ice bonds.
Even when particles are already in motion, cohesive forces
must be overcome if the particle rebounds from the surface.
The rate of bond growth is initially rapid. so that any ‘rest
period’ between saltation jumps produces a significant in-
crease in cohesion. Thus the ‘lulls’ of minima in horizontal
wind speed may be as important as the gusts in determining
the threshold wind speed, if the snow surface is being ‘work
hardened’ at wind speeds only slightly above threshoid
values. Yamada and Oura [1968) conclude, from their mea-
surements of cohesion between ice spheres and an ice plate,
that the ‘liquid-like’ layer theory explains initial cohesion
and that sintering accounts for increasing bond strength with
time after contact. As temperatures approach the melting
point, cohesion increases, and threshold speeds increase
{Oura et al., 1967]. The effect of humidity on cohesion has
not been reported except at the extremes [Hosler et al.,
1957]. The restitution coefficients of an ice sphere rebound-
ing from impact with a plane ice surface is in the range 0.8-
0.9 if care is taken to avoid impurities in the ice [Araoka and
Maeno, 1978). Loss of kinetic energy during collision was
larger if sodium chloride was added as an impurity. From
calculations based on these experiments, plastic deformation
is more effective in reducing Kinetic energy than both crack
formation and adhesion.

The impact velocity of a saltating particle is determined
primarily by maximum trajectory height and mean flow
velocity, since it is fluid drag that accelerates the particle in
the direction of flow, and flow velocity increases rapidly
with height, near the surface. Kikuchi [1981] has demonstrat-
ed that average horizontal acceleration of snow particles
saltating in a wind tunnel is independent of trajectory height,
however. White and Schulz [1977) show that saltation trajec-
tories are higher than those predicted by equations of motion
that included only drag forces. When additional lift forces
created by particle spin (the Magnus effect) were included,
theoretical trajectories were much cioser to those measured.
Snow saltation trajectory photographs presented by D. Ko-
bayashi [1972] show periodic changes in brightness of the
particle image that are similar to those described by White
and Schulz and which they used to estimate particle spin
rates.

THRESHOLD WIND SPEEDS DETERMINE TRANSPORT RATE

To simulate erosion around craters on Mars, Iversen et al.
(1975] modified an equation derived by Bagnold [1941] for
momentum loss during saltation of sand in air. If g, denotes
mass flow in saltation, with dimensions of mass per unit
length across the flow, per unit time, for transport without
obstructions, Iversen [1980] has suggested g, ~ (pu-¥/gNus —
us,). Friction velocity u. is defined by u.? = 7/p, where  is
shear stress and p is fluid density. Gravitational acceleration
is g, and w., denotes the threshold value of friction velocity,
the highest value at which no particle motion occurs.

Iversen et al. [1975] argued that the proportionality factor
relating saltation transport rate to the difference (4o — u.,)
might also be a function of the ratio ugu.,, where u; is the
particle terminal fall velocity. The equation

4 = ClplgNudus Justue - u,) m

was the basis of a dimensionless erosion rate parameter that
correlated wind tunnel data very effectively. Several other

investigators have derived somewhat different forms of (1)
[Iversen et al., 1976).

The ratio ugu., is considered constant in wind tunnel
experiments with particles of essentially uniform size. For
snow, threshold friction velocity depends on age. tempera-
ture, and strength of the surface, and fall velocity u, must
represent a distribution of particle sizes. Bagnold [1966]. in
considering sediment transport, points out that because u, is
not a linear function of particle size, the fall velocity of the
average-sized particle may not be substituted for w, in
general. Rather, the mean fall velocity must be computed
from the integration of the size distribution. Budd [1966],
however, assumes a linear relationship between diameter
and fall velocity for blowing snow. The errors involved have
been computed by Lee [1975).

To explore the usefulness of (1) in correlating snow
transport rates in the atmospheric boundary layer. friction
velocity can be expressed in terms of mean wind speed by
using the logarithmic profile U = (u./k) In 2/z,. The rough-
ness parameter z, is approximately proportional to u«.° in
saltation transport [Owen. 1964; Radok, 1968; Tabler, 1980].
Therefore mean wind speed U at height : is not a linear
function of friction velocity under these conditions. If U, is
the maximum wind speed at height z for which motion of
particles does not occur, then U, = (u./k) In 2/z,,. where 2,
is less than z, during transport. Measured values in blowing
snow on a frozen lake with snow cover greater than 75%
show an order of magnitude increase in z, as u- increases
from 0.25 to 1.0 m/s [Tabler, 1980]. Using this result, (1) was
evaluated in terms of velocities at 1 m to compare with
measurements by several workers (Figure 1).

The striking point of Figure 1 is that the envelope of the
data points is obtained without introducing a proportionality
constant different from unity (C = 1.0). The value U, = 0.75
m/s assumed for particle fall velocity corresponds to the
settling velocity in still air of an ice sphere 220 um in
diameter (atmospheric pressure. 1000 mbar; temperature,
—10°C). Since (1) applies to saltation transport, U, was
chosen to represent sizes near the surface. The relationship
is relatively insensitive to U, To those whose field experi-
ence includes threshold friction velocity determinations,
values of u., = 0.1 m/s (corresponding to 1 m wind speeds
near 3 m/s) may seem a bit on the low side. However, part of
this apparent underestimation of ¢, may correspond to the
definition of u., as the maximum occurring without particle
motion. Values at which motion just begins are more often
recorded in the field and would be somewhat higher than
values given by the present definition. Since Sapporo is just
above sea level, while Mizuho Camp is at 2230 m. assuming
air density p = 10} g/cm® more closely approximates Antarc-
tic conditions. Stricter evaluation of (1) for these and other
data, including Byrd Station measurements [Budd et al..
1966), should be fruitful.

RIDGE CRESTS COMPLICATE VERTICAL
DRrIFT FLUX PROFILES

In the mountains, transport is complicated by terrain
interactions. Distances between drift barriers are usually
much shorter than on the plains, so that subliation has a
shorter time to produce water vapor from the drifting
particles. Although total winter precipitation is usually great-
er in the mountains, snow cover is completely eroded from
windward ridge faces in some regions. Predicting transport
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Fig. 1. Comparison of blowing snow transport rate measured by drift traps, with prediction by Iversen et al [1975]
assuming p = 107 glem®, Uy = 75 cm/s, and C = 1.0. The velocity at 1 m was computed from U, = (u./k) In (100/2).

based on Tabler’s [1980] empirical result z, = 1.35 - 10°u.%.

rate and both the amount and the distribution of deposition
on Jee ridge faces is part of the problem of predicting snow
avalanches.

Fohn (1980} measured drift flux and wind speed profiles
that show maxima of both at distances near 1 m above the
crest of a sharp ridge. This is very significant for the location
of deposition on the lee face and raises questions about the
mechanism that lifts the drift flux. Roughness of the wind-
ward face may contribute.

Dyunin and Kotlyakov [1980] emphasize the convergence
of precipitation flux in ‘upper’ snowstorm transport over
mountain ridges. They demonstrate that during snowfall this
contribution to total transport is much larger than deflation
drift, in all but extremely strong winds (>50 m/s). and also
note the general lack of saturated deflation transport rates,
caused by limited distances between catchments.

OPTICAL PROPERTIES DETERMINE VISIBILITY
IN BLIZZARDS

Mellor [1970] included the important aspects of visibility
in blowing snow in his review. Particle sizes in blowing snow
are large enough that Mie scattering can be ignored. Back-
scattering of light by a snow particle is proportional to its
projected area, so that attenuation in blowing snow is a
direct function of the square of particle size and the number
of particles per unit volume along the sight path. Recent
work has applied the law of geometric optics to electronical-
ly monitor visibility in blowing snow [Schmidt, 1977, 1979
and provide this information for traffic control on an inter-

state highway [Tabler, 1979). This reviewer is not aware of
any determination of albedo or emissivity of individual snow
particles in transport. Such information is required to study
the distribution of radiation within blowing snow.

NEW APPROACHES IMPROVE RESULTS
FROM SMALL-SCALE MODELS

Because of the complex interactions between drifting
snow and obstacles, small-scale models continue to be a
very useful method in solving engineering problems of drift
control. The laws of flow similitude have been reexamined
[Kind, 1976}, and new parameters tested (/versen, 1980).
Tabler and Jairell [1981] simulated drifts around snow
fences, buildings, highway guard rails, and terrain irregular-
ities with scale models exposed to low-level drifting on a
frozen lake, using the flow property that velocity profiles
scale automatically in saltation flows [Radok, 1968; Tablcr.,
1980].

Iversen [1981] derives two modeling parameters that cor-
refate wind tunnel results better than Froude number and
other scaling parameters used previously. The transport rate
parameter (pU*2p,g H)X1 — U,/U). derived from (1). is made
equivalent in model and prototype. Here U is the free-stream
tunnel velocity, and U, is the value of U at the threshold of
transport.

An equivalent roughness parameter that reflects the influ-
ence of saltation trajectory height on the flow velocity profile
is derived from Owen's [1964] assumption that z, ~ w-"/g.
Iversen [1981] writes this requirement for similitude as
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equality between model and prototype of the parameter
pu-Z/(p,.gH). where H is a characteristic reference height,
such as the height of a fence, and the parameter includes the
fluid to particle density ratio p/p,.

Small glass spheres (49 um average diameter) develop
electrostatic charge during transport in the wind tunnel,
which alfows Iversen {1980] 1o simulate the cohesion of snow
that produces cornices at some stages of deposition. He
scales time by the transport rate parameter so that t =
(pU2p,gHX1 — UJUNU/JL), where 1 is time since the
beginning of drift. L is a reference length which is scaled in
model and prototype, and ¢ is the dimensionless ‘time.’

THESE EXPERIMENTS WoULD EXTEND QUR KNOWLEDGE

Most of the engineering problems we face in the prediction
and control of blowing snow are in climates and regions
other than polar. Therefore we are forced to take account of
a wide and varniable range of threshold speeds in equations
that express transport rate as a function of wind speed. In
many problems, fetch distances are too short to produce
fully developed multiphase flow. so that useful engineering
equations must also take account of the degree of drift
development. To meet these requirements, more complete
information on the relation of threshold wind speed to
surface strength is required. including the effects of time.
temperature. humidity. and radiation on bonding of the
surface particle most exposed to saltation impacts. A theo-
retical model of growth of saltation transport would speed
the design of these experiments.

Equations based on momentum transfer at the surface,
such as (1). are useful when most of the transport is in
saltation, but this must be considered analogous to ‘bed
load’ in sediment transport by water. Attention to the
problem of combining momentum and diffusion arguments is
needed. The result should be a more general transport
equation. without the need to specify a reference drift
density that is presently required in the ‘diffusion model’.
Experiments using the sonic anemometers and snow particle
counter will provide tests of improved theory. The first
experiment should determine the ratio K/K,, under condi-
tions where flow is saturated and vertical profiles of tem-
perature, humidity. and wind speed are measured. If the
result ;s definitely different from unity, the dependence of
the ratio on other factors, such as stability, must be deter-
mined.

Radok [1977] noted the lack of progress in exploring the
electrostatic effects in blowing snow. Forces developed from
these charges must be included in calculations of cohesive
forces. Experiments to quantify the electrostatic forces as a
function of the several factors that determine their genera-
tion in blowing snow must be conducted in concert with the
efforts on surface strength and threshold speeds.

Because of the application to loading of avalanches. wind
erosion of snow on ski trails, and maintenance of mountain
highways. systematic experiments to determine the mecha-
nism that lifts drift flux to produce maxima above ridge
crests must continue. The effects of crest geometry and
surface roughness on height of drift flux maxima need to be
defined.
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An Overview of Seasonal Snow Metamorphism

S. C. CoLBECK

J.8. Army Cold Regions Research and Engineering Laboratory. Hanover, New Hampshire 03755

XThc grains in seasonal snow undergo rapid and radical transformations in size, shape. and cohesion.
These grain characteristics affect all of the basic properties of snow. Snow is characterized as either
wet or dry depending on the presence of liquid water. Wet snow is markedly different at low and high
liguid contents. Dry snow is characterized as either an equilibrium form or a kinetic growth form; that
1s. it is either well rounded or faceted. Of course, many snow grains display either transitional features
between two of these categories or features which arise from_other processes. Snow is classified
depending on the dominant processes of its metamorphism. A

1. INTRODUCTION

:-grained material with a high specific surface
rally at or close to its melting temperature;
ry active thermodynamically. It undergoes
n grain size and grain shape with changes in
tent, temperature, and/or temperature gradi-
f the important material properties are highly
he metamorphic state of snow, a fundamental
of snow metamorphism is essential for all
i and engineers. It is also of interest for the
‘'ovide into the study of crystal growth and the
-amic and metal powders.

1oes such interesting changes in its crystalline
observations of the common crystal types
ide for many years. Once on the ground.
. the source material for the snow cover as
.arting point for snow metamorphism. The
‘ographs of Bentley and Humphreys [1931) are
best known collection. partly because the
chosen for beauty rather than for scientific

1936, early work in sampling and photograph-
wver in the Alps is also a widely known source
.. Seligman invested considerable effort in
ples on his many travels in the Alps. His
croscopic and photographic equipment en-
tserve and record the structure of the snow
variety of conditions. Seligman [1936] dis-
:rvations of others such as Wolley [1858], who
ystal types in Lapland.
treatment of dry snow metamorphism proba-
vitzerland with the work of Bader et al. [1939]
with the work of de Quervain (1945]. The
sublimation and vapor movement had been
ch earslier, but the quantification of this mech-
veloped first by the Swiss and then by the
‘osida and colleagues [ Yosida, 1955)).
s and descriptions of wet snow lagged far
f dry snow perhaps because of the problems of
at its melting temperature and because of the
‘mulating a thermodynamic description when
[vapor, solid, and liquid) are present. The
f Wakahama [1965] on the growth of grains in
d snow (i.e., the pore space is filled with

jot subject to U.S. copyright. Published in 1982 hy
'ophysical Union.

48

liquid) marked the beginning of a series of contributions on
the metamorphism of wet snow. The most recent of these is
my description of grain cluster geometry and thermodynam-
ics in freely draining wet snow [Colbeck, 1979).

The overview of snow metamorphism given here does not
cite all of the researchers whose observations and ideas have
contributed to the present state of knowledge. Rather, this is
one person's interpretation of the changes which take place
once snow accumulates on the ground. We start with some
itllustrations of the dominant forms of snow crystals: the
explanation for these forms is then given. An outline of
seasonal snow as developed here is given in Table 1.

2. Basic FormMs

It is com non to classify snow as wet or dry depending on
whether it is at or below its meiting temperature as deter-
mined by ionic impurities, elastic strains, and radius of
curvature. Dry snow is subdivided here into two categories:
the crystalline shape is characterized either as an equilibrium
form or as a kinetic growth form. Wet snow is also subdi-
vided depending on the liguid water content. Tightly packed
grain clusters dominate wet snow at low liquid contents,
whereas well-rounded, cohesionless particles appear at high
liquid contents. These four basic forms are shown in Figures
1-4. Of course, the distinction among these forms is imper-
fect, and therefore we consider some exceptions after dis-
cussing the basic forms. We now turn to the task of
explaining their formation.

3. EquiLiBrIUM FoRMS

At slower rates of growth each site on he crystal surface
is more or less equivalent, and thus there is no surface
constraint on the kinetics of growth [Hirth and Pound. 1963].
This mode of growth occurs at higher temperatures and
slower growth rates where the relaxation time for roughen-
ing of a crystalline face is small in comparison to the time
required for the addition of a monomolecular layer to the
face. Since slow growth rates and high temperatures allow
only slight departures from phase equilibrium, it is not
surprising that the crystal shape developed under these
conditions can be characterized by phase equilibrium ther-
modynamics.

If we had nr~cise knowledge of the surface free energies
for ice as a fun (1 )n of orientation, we could uniquely define
the equilibrium shape of ice crystals held in vapor or in liquid
water through use of the Wulff plot (Herring, 1953]. In the
absence of this knowledge we can only examine the crystals
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TABLE 1. Seasonal Snow Outhne

ssignation Description
snow precipitation
1 dry snow
[117] equilibrien, form
1h kinetiv. giowth form
11 wet snow
1Ha low liquid content
Hib high liquid content
v mixed processes
IVu faceted crystals with rounded portions
IVh rounded crystals with faceted portions
Ve melt-freeze grains
1vd surface mell crystals
IVe melt-freeze layers
1v¢y wind crusts
Ve surface glaze
IVh surface melt layer

nselves without being certain 1. they have had sufficient
: to reach equilibrium. At the melting temperature, and
:cially at high liquid contents. it is most likely that the
erved crystals represent the true equilibrium shape.
stals such as those shown in Figure 4 are nearly spheri-
although many are distorted by the contacts among
icles. The equilibrium shape should be a hexagonal
m rather than a sphere [Krastanow, 1941}, although a
late spheroid is often suggested by the elongated grains in
snow where slow growth rates prevail (see Figure 1).
vanation of surface free energies with onientation ap-
rs to be small at high temperatures where the crysta!
's are covered by disordered layers. Golecki und Jaccard
18] suggest that these are as thick as 0.094 u. According-
we assume isotropy and treat tt: phase equilibrium
‘modynamics isotropically.

a. Wet Snow With a High Liquid Content

Phase equilibrium thermodynamics appears in useful ref-
erence form for application to snow in several places.
especially in the work of Defay and Prigogine [1951] and
Dufour and Defuy [1503]. 1t has been summarized for use in
snow and other cold capillary systems by Colbeck [1980.
198 1a). and. of course, much of the basis for its modern use
appears in the Collected Warks of J. Willard Gibbs |(ibbs,
1928). Its application can be demonstrated most easily by
considering the shape and growth of wet snow in which the
pore space is liquid filled. This is a two-phase, single-
component system in which the jth phase must obey the
Gibbs-Duhem relation

dw, = v, dp, = 5,dT (”

When equilibrium exists, changes in the chemical potential u
of the two phases must be equal; hence

v dp; — 5dT = v, dp; ~ s,dT 2
where the difference in entropy s is
s~ s, = LIT

and the difference in pressure p is given by Laplace’s
equation

P~ p, = 2o, (3)

The mean radius of curvature. r;, is given by
— ==+ - (4)

where r, and r, are the two principal radii of curvature (or
radii in any two mutually orthogonal planes). It follows that

Fig. 1. Equilibrium form of dry snow. It is well rounded and .. \cirs at stower growth rates {from Cotheck, 1981h].
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Fig. 2. Kinetic growth form of dry snow. It is distinctly faceted and appears at faster growth rates [from Colbeck,

19814].
the melting temperature of an unstrained ice particle in pure, T = 2T, oy 6
liquid water is given by m Lo, ry 6)
In (T/Ty) = - 2 oy ) where the melting temperature T, is expressed in degrees
¢ Lp; ry Celsius and the reference temperature Ty is the melting
temperature of a flat surface.
or, approximately, Since the smaller particles are at lower temperatures in

- 0

Fig. 3. Ice crystals gathered into tightly packed grain clusters in wet snow a' low liquid contents. The individual
grains are generally single crystals (photograph of voung grain ciuster growing in the laboratory).
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Fig. 4. Well-rounded ice crystals in wet snow with high liquid contents. However, some distortions are caused by
grain-to-grain contacts (photographed through crossed polaroids).

liquid-saturated snow, heat flow to them causes their melting
while the larger particles grow. Wakahama [1965] observed
this grain growth process as shown in Figure 5. Inspired by
Wakahama's experiments, I constructed a simple model of
this process [Colbeck, 1973] which explained such things as
the rapid disappearance of particles once they reach a
critical minimum size (see Figure 6). Similar arguments
would apply to grain growth in the simplest case of dry
snow,

Raymond and Tusima [1979] developed a more sophisti-
cated approach to understanding grain growth in the liquid-
saturated case. They treated the entire population of grains
through the conservation of total ice mass and thus were able
to show certain featu.~ of the changing size distribution.
They also found that dissolved impurities slow the rate of
grain growth in a manner consistent with its effect on the
melting temperature. This occurs because the temperature
adjacent to a growing crystal is decreased by the rejection of
dissolved impurities at the freezing surface, while the tem-
perature adjacent to a melting surface is increased by
dilution. Clearly, the temperature difference driving the
grain growth process is reduced by this mechanism.

b. Wet Snow With a Low Liquid Content

As opposed to the liquid-saturated case, highly unsaturat-
ed wet snow shown in Figure 3 is characterized by clusters
of grains rather than by the individual spherical grains shown
in Figure 4. Using a face-centered model of spherical grains,
I suggested (Colbeck, 1973] that the transition between
highly unsaturated wet snow (or pendular regime, where the
air occupies continuous paths throughout the pore space)
and highly saturated wet snow (or funicular regime, where
the liquid occupies continuous paths throughout the pore
space) occurs at a liquid saturation of about 14% of the pore
volume. Denoth [1980] has experimentally observed this

transition to occur in the saturation range of 11-15% of the
pore volume. This corresponds to a liquid water content (as
a percentage of the total volume) of about 7%, just above the
usual range of values (2-5%) observed by dielectric methods
in freely draining snow.

Spherical grains are unstable in the lower range of liquid
contents, just as grain boundaries are unstable in the higher
range of liquid contents. Thus when the liquid is drained
from the liquid-saturated snow shown in Figure 4. the tightly
packed grain clusters shown in Figure 3 appear. The basic
units of these grain clusters are the two- and three-crystal
arrangements shown in Figure 7. A fourth grain is often
attached to the three-grain arrangement to form a tetrahedral
packing, but in low-density seasonal snow. the grain ar-
rangements are seldom more regular than that. Neverthe-

Percentage of Grans

02 [ 2] 06 o8 10 12
Geawn Digmeter, mm

Fig. 5. The changing distribution of grain size in liquid-saturated
snow [from Wakahama, 1965).
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less, hundreds of grains may be locked together to form a
single cluster with a density of 0.5-0.6 Mg/m’, although the
bulk density of the snow may be much lower becatise of the
large voids among the clusters. As the air-filled voids among
the clusters are reduced, the bulk density increases until the
clusters are no fonger individual units. At this point, such as
in the firn of a temperate glacier shown in Figure 8, the ice is
the continuous phase, while the air exists in distinct pores
and the liguid exists in isolated liquid veins (among three
grains) or fillets (between two grains as shown in Figure 7).

The clusters form quickly in snow when it is first wetted.
In dry seasonal snow where grain growth is proceeding
slowly, the rate of grain growth increases markedly when
even small quantities of water are added. For exampie,
Wakahama [1965) found that the rate of grain growth in wet
snow with 3-5% liquid was much greater than isothermal,
dry snow but much less than liquid-saturated wet snow. In
the liquid-saturated case described earlier the rate of grain
growth is rate controlled by heat flow among particles of
various sizes. In that case, mass flow among the growing and
shrinking particles occurs instantaneously through the lig-
uid-filled pores. However, grain growth in wet snow clusters
is slowed by both the reduced heat flow and the restricted
mass flow. The driving force for grain growth in clusters can
be determined from the equation for their phase equilibrium
temperature [Colbeck, 1973],

T Mooy

T, = y
" p’L-‘ P pr.‘ rp

N

where the capiflary pressure p,.. the difference between the
pressures in the gas and liquid, increases as the liquid water
content decreases. Thus at a constant capillary pressure (and
assuming a constant ice pressure) the temperature is lower
for smaller particles, and in fact, the temperature difference

A A A A ’7j
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Fig. 6. The radius of the smaller particles of different initial radii
versus time as they are ‘cannibalized’ by the larger particles. The
smaller particles disappear while the larger particles grow (from
Colbeck, 1973).

\
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Fig. 7a. Equilibrium configuration for a two-unit cluster {from
Colbeck, 1979).

among particles in grain clusters could be greater than that
among particles in liquid-saturated snow because the ratio of
the interfacial energies (o,,/oy) is about 3.3. Nevertheless.
both the heat and the mass flows among growing and
shrinking particles in grain clusters are reduced by the
absence of a liquid path. Also, it is unlikely that the
temperature differences among particles in a grain cluster are
as large as is suggested by (7) because some pressure
differences are likely to exist among the particles. In fact,
these pressure differences are required if the crystalline
boundaries are curved.

Mass flow among the particles in a grain cluster is difficult
to quantify because of the uncertainty of diffusion through
the quasi-liquid layers which cover the ice surfaces. Vapor
diffusion among particles occurs because of the targer vapor
pressure over smaller particles as given by Kelvin's equa-
tion,

= po ex L 20y 8)
Pe Po p P.sRT() 'p

However, this is a very restrictive mechanism for mass
transfer among particles. Vapor diffusion in dry snow is the
rate-limiting process (Colbeck, 1980], but in grain clusters in
wet snow, surface diffusion appears to greatly increase the
rate of mass transfer. While this qualitatively explains the
large increase in grain growth at low liquid contents as
compared to dry snow as observed by Wakahama [1965). a
quantitative description is still needed.

- Grouwn Bowndory

Fig. 7b. Equilibrium configuration for a three-unit cluster {from
Colbeck, 1979).
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Fig. 8. Cross-section of firn from the South Cascade Glacier. The individual crystals are visible.

c¢. Dry Snow

The equilibrium form generally dominates the grain shape
in dry snow unless, as is discussed later, the snow cover is
subjected to a farge temperature gradient. The distinction
between the conditions for the growth of the well-rounded,
equilibrium grains and those for the kinetic growth of faceted
grains is clear. When the rate of growth of grains in a dry
snow cover is limited by vapor diffusion, the growth rate is
so slow that the equilibrium form prevails. When an imposed
temperature gradient increases the gradient in the vapor

pressure and possibly causes some thermal convection as
well, the excess vapor pressure over the growing grains is
much larger. The rate of crystal growth increases with
increasing supersaturation {Burton et al., 1951]. and if the
growth rate is sufficient, a transition occurs to the faceted
crystals of the kinetic growth form [Cahn. 1960].

In the absence of an imposed temperature gradient. a
condition which can for significant periods of time occur
only in the laboratory, snow metamorphism is exceedingly
slow, as is shown in Figure 9. A comparison for snow in
nature is shown in Figure 10. Clearly. snow metamorphoses

N/ N/
e —~@
INT T

* *

28 43 54

Fig. 9. Decay of a snowflake in the absence of an imposed temperature gradient (drawn from Bader et al. |1939)).
The equilibrium form develops slowly owing to slight temperature and vapor pressure differences around the snowflake.

The times are in days!
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Fig. 10. Decay of a 20-hour-old snow in nature. The decay is greatly accelerated by the normal temperature and
vapor pressure gradients in any dry snow cover. This is one of the few identifiable snowflakes remaining 20 hours after

this layer was deposited.

much more rapidly in nature than in an adiabatic environ-
ment in the laboratory because of the normal temperature
and vapor pressure fluctuations experienced by any dry
snow cover. Thus temperature gradients are a normal part of
the metamorphism of dry snow, even when only the well-
rounded, equilibrium grains result. Although it has been
suggested that the reduction in specific surface free energy is
enough to drive grain growth, the change in surface free
energy per unit change in latent heat, 2a,,/r,Lp,, is only
about 107%. Thus some temperature gradient and heat flow
among the particles is necessary.

In the absence of an imposed temperature gradient, snow-
flakes undergo ‘destructive metamorphism,’ while large
grains grow at the expense of small grains (i.e., ‘constructive
metamorphism’). This occurs because, according to Kel-
vin's equation (8), the vapor pressure is larger over dendrite
branches with small radii of curvature and over smaller ice
grains. Perla (1978] showed that an imposed temperature
gradient is necessary to get the commonly observed rates of
grain growth even when only rounded crystals develop.
Colbeck [1980] combined mass and heat flows to show that a
local temperature gradient of about 1072 °C/m would result
from the metamorphism of 0.l1-mm grains. Thus, as is
suggested by Figure 11, the radius of curvature differences
among ice surfaces cannot control the rate of metamorphism
except possibly for brief periods immediately following a
snowfall. when dendrite branches with a mean radius of 107>
mm might occur. Of course, the radius of curvature differ-
ences do control the direction of metamorphism of the
rounded grains.

In the absence of an imposed temperature gradient the rate
of metamorphism is controlled by the slow diffusion of water
vapor among the different grains. A temperature gradient
increases the vapor flow J approximately as

J=-D——+V 9
T o p

where the vapor density p can be approximated from equilib-
rium thermodynamics:

L; {1 |
= pol — (== |T (10)
P = polo CXP [R (T(, T)]

This approximation is imperfect, however, since the actual
vapor pressure during metamorphism without large density
changes must lie between the equilibrium vapor pressure
over the shrinking grains and the equilibrium vapor pressure

10°

[

Temperature Grodient (deg/cm)

oele— 1+ 1 ,J._AJAL_.*.L» 4.4 JJ_J
10? 10! 10°
Curvature Gradient {cm/cm)

Fig. 11. [Isopleths of equal contribution to the vapor flux from
temperature and radius gradients for different particle radii. In the
upper left, flux is dominated by temperature gradients, whereas in
the lower right, flux is dominated by curvature gradients |after
Colbeck, 1981b).
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Fig. 12. Maximum possible excess vapor pressure during facet-
ed crystal growth versus temperature when various sizes of rounded
particles are present.

over the growing grains. This complex system of sinks and
sources with heat and mass flows has never been analyzed.
Since this analysis is essential to understanding both the
equilibrium and the kinetic growth forms of snow, heat and
mass flow in snow are discussed before the growth of faceted
crystals is reviewed.

4. KINETIC GROWTH FORM

The hexagonal snowflake is probably the best known
example of the kinetic growth form of a crystal. At the very
fast growth rates at which snowflakes form, a dendritic
structure appears because protrusions sprout at the tips and
edges where the supersaturation is greatest. The shape of
any growing dendrite is ultimately determined by a balance
between vapor diffusion to the growing facets and surface
energy constrictions [Frank, 1958}].

De Quervain [1958] observed the growth of faceted crys-
tals at the expense of the rounded crystals in snow subjected
to a large temperature gradient. The transition from the
equilibrium (nonsingular or highly rounded) form of slow
growth to the kinetic growth (singular or highly faceted) form
of rapid growth occurs in the laboratory when the applied
temperature gradient reaches about 20 °C/m depending on
conditions like temperature and snow density [de Quervain,
1958; Akitaya, 1974; Marbouty, 1980]. At larger temperature
gradients and higher vapor flow rates the vapor pressure
over the growing crystals is larger, thereby resulting in faster

LT | T

Vapoer Flus/Heat Fiua (10'2 g/erg)
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Fig. 13. Ratio of vapor flow to heat flow versus temperature
[Colbeck, 1981b).
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Snow Depth (m)

20,

Ratio of Faceted to Rounded Crystais

Fig. 14. Ratio of the bulk densities of faceted to rounded grains
versus height in the snow cover at various times [Colbeck, 1981b};
10° s is about 12 days.

growth. The heat and vapor flow within a snow cover are
important aspects of this recrystailization process, and no
doubt these processes depend somewhat on snow density
and temperature. Many people believe that the critical
temperature gradient of 20 °C/m is too high for most field
situations. Armstrong [1980] states that the critical vapor
pressure gradient is 0.05 mbar/cm, which corresponds to a
temperature gradient of about 10 °C/m.

a. Heat and Mass Flows

Several people have described the heat and vapor flows in
a snow cover; Yen [1969) and de Quervain [1973] reviewed
most of this work and pointed to its significance. This earlier
work provides an adequate understanding of heat and vapor
flows for most engineering purposes, but its application to
understanding the recrystallization of the snow cover is
limited. In this regard there are three problems with much of
this earlier work; the third problem will be quite difficult to
correct. First, some of the early models assume arbitranly
that all of the moving vapor stops at a given horizon.
Second, only Palm and Tveitereid [1979] try to handle the
proper boundary conditions, sources, and sinks. Third. all of
the earlier models assume that the vapor pressure is given by
the Clausius-Clapeyron equation; Palm and Tveitereid
[1979] also assume a linear relation between vapor density
and temperature. Again, these models of hcat and vapor
flows are often adequate for most engineering purposes. but
any attempt to model the formation of faceted crystals in a
sSnow cover must recognize that the actual vapor pressure
must lie between the equilibrium vapor pressure for the
rounded, evaporating crystals and the vapor pressure for the
flat-faced, growing crystals. According to Kelvin's equation
(8), this fractional difference is about 10°%, and thus it is
readily understood why the actual process of the growth of
faceted crystals has not been modeled. Accounting for both
the boundary conditions and the growth of faceted crystals
during evaporation of the rounded crystals in a heat and
mass flow model will be quite difficult.

In the absence of a complete model there are some insights
we can provide into the growth of the faceted crystals. While
the faceted crystals grow, the rounded crystals evaporate
because of their higher chemical potential. Thus the maxi-
mum excess vapor pressure P,,,, relative to a flat surface is

me"'P("T)"P(“'T) (“)

where for any given temperature, p(r, T) is given by Kelvin's
equation (8) and p(, 7) is simply the Clausius-Clapeyron

e




WW —

COLBECK: AN OVERVIEW OF SEASONAL SNOW METAMORPHISM §3

equation. As is shown in Figure 12, the maximum possible
supersaturation increases with increasing temperature and
decreasing radius of curvature. Thus the rate of growth of
the faceted crystals should be higher in the lower, warmer
portions of the snow cover and when the rounded particles
are relatively small.

A further explanation for the growth of the faceted crys-
tals in the warmer portion of the snow cover is provided by
an examination of the ratio of vapor flux to heat flux. This is
important because of the suggestion that vapor flow is the
rate-limiting process in snow metamorphism [Colbeck,
1980]. This ratio, as determined from an equilibrium model
of heat and mass flow [Colbeck, 1981b], increases rapidly
with temperature as shown in Figure 13. Thus the supersatu-
ration and the vapor flow necessary to sustain that supersat-
uration are both increased in the warmer, lower portions of
the snow cover where depth hoar growth begins. Depth hoar
also tends to form just below flow restrictions such as buried
crusts. De Quervain [1958] found that flow restrictions in the
presence of a temperature gradient caused deposition, pre-
sumably due to the increased supersaturation on the warm
side of the restriction.

Even without a sophisticated calculation of the actual
vapor pressure during the recrystallization of rounded to
faceted grains in a snow cover, a model of the process can be
constructed by assuming crystal growth and crystal evapora-
tion rates proportional to the supersaturation and undersa-
turation respectively [Colbeck, 1981b). 1t is also assumed
that the bulk density remains constant during this process as
suggested by Armstrong [1980]. The ratio of the bulk density
of faceted to rounded grains, a measure of the stage of
development of depth hoar, increases with time as shown in
Figure 14, There is a fairly sharp transition between the
overlying rounded crystals and the underlying faceted crys-
tals which sweeps upward with increasing time. From this
simple model it is also shown that the maximum value of the
excess vapor pressure driving the growth of the faceted
crystals moves upward with time. As is shown in Figure 15,
the maximum rate of growth moves upward as the rounded
crystals, the major source of the vapor, are depleted near the
base of the snow cover. The growth of the faceted crystals
can continue once the rounded crystals have been depleted.
This continued growth requires a large temperature gradient,
however, because the increased vapor pressure of the round-
ed grains is no longer available to drive the process.

The formation of faceted crystals near the upper surface is
restricted, however, because of the lower temperature.
While evidence of the recrystallization taking place near the
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Fig. 15. Excess vapor pressure versus depth for various times
during recrystallization [Colbeck, 1981b).

ground may never reach the surface. another type of faceted
crystal known as surface hoar often forms there. These
crystals appear to form by condensation from an aitmosphere
which is supersaturated as compared to the surface on cold.
clear nights [Seligman, 1936].

Much remains to be learned about the complicated inter-
action of heat and mass flows during the recrystallization of
the snow cover, especially on the scale of the grains.
Likewise, much must be learned about the crystalline forms
and growth processes of the faceted form. The kinetics of
faceted crystal growth is addressed next.

b. Kinetic Growth Processes

When large supersaturations cause rapid growth rates. the
growth occurs by the movement of molecular steps across
the crystalline faces; hence the crystals develop distinctive
shapes. This mode of growth of ice crystals is reviewed by
Hobbs [1974), and further information about the application
of these principles to snow is given by Colbeck [19815]. A
great deal of information exists about the growth of faceted
crystals, and much of this information is directly applicable
to the growth of crystals in a snow cover. Unfortunately. |
am aware of only one study [Eugster. 1950} of the detailed
crystal structure resulting from recrystallization in a snow
cover; thus much remains to be fearned about the details of
the faceted crystals of the kinetic growth regime.

A wide range of faceted crystal types are found in the
snow cover, including complex scrolls, cup-shaped crystals,
plates, sheaths, and needles [Bradley et al., 1977]. Marbouty
[1980] found that the crystal habit-temperature relation in
the atmosphere can be applied to the snow cover as well.
Crystals in the snow cover, however, tend to display a more
complex structure than ice crystals grown in other environ-
ments. Faceted crystals in the snow cover usually grow with
a distinct step struture (see Figure 2) in which basal planes
(0001) of ice are contiected by either prismatic faces (1100) or
what appear to be pyramidal faces (1101). Hirth and Pound
[1963] state that rounded (nonsingular) crystals grow at low
supersaturations but that rounded surfaces may become
‘vicinal’ at higher supersaturations (vicinal faces display a
step structure in which basal or prism faces are separated by
monomolecular risers). These surfaces remain vicinal up to
the critical supersaturation where growth is dominated by
the screw dislocation mechanism of Burton et al. [1951].
However, since the snow cover undergoes a recrystalliza-
tion in which the faceted crystals grow at the expense of the
rounded crystals, it appears that the supersaturation is less
than the critical supersaturation required for growth by the
dislocation mechanism [Colbeck, 1981b).

Cahn [1960) describes the differences between diffuse and
sharp surfaces as well as singular and nonsingular surfaces.
Diffuse surfaces have a gradual transition between phases
and hence the liquidlike layer commonly thought to cover ice
surfaces [Golecki and Jaccard, 1978). Singular surfaces. or
crystals displaying flat faces, have a minimum in the surface
free energy at one or more orientations in the crystal. At
temperatures close to the melting point, where an ice surface
should be most diffuse, the presence of the liquidlike layer
appears to eliminate or greatly reduce any effect of crystal
orientation on surface free energy. Thus the equilibrium
shape is well rounded, and according to Cahn [1960], nonsin-
gular surfaces can advance normal to themselves without the
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Fig. 16. Faceted crystal in the act of rounding off after being held for a month at a constant temperature [Colbeck.

lateral propagation of steps. At higher growth rates, howev-
er, the surfaces become singular because the kinetic growth
processes on the surfaces control the shape of the crystal.
The temperature gradient in a snow cover plays a critical
role in the growth only in the sense that vapor pressure over
the growing crystals cannot be maintained at a sufficient
level by isothermal diffusion alone. Thus the faster vapor

3 *i“ﬁ-ﬂl&y 7

movement associated with the temperature gradient is an
essential part of the development of the faceted crystals.
This is why Armstrong (1980] identified a critical vapor
pressure gradient for the onset of faceted crystal growth.
So far we have discussed the growth of faceted crystals
due to the upward migration of water vapor in the snow
cover. Faceted crystals can also form by the condensation of

Fig. 17. Faceted crystals in the act of rounding off after a few days of temperatures from - 3° 10 - 5°C in a shallow
Snow cover.
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Fig. 18. Dendrites growing on well-rounded crystals. These are the start of the recrystallization which leads to depth
hoar.

water vapor when the atmosphere is supersaturated relative
to the snow surface. This occurs most readily on cold nights
when the snow surface is cooled by radiation loss through a
clear atmosphere. Then the excess vapor pressure can be
much greater than that found within the snow cover. Ac-
cordingly, larger growth rates and different crystal types
should be expected on the surface. Seligman (1936] provides
many examples of this crystalline form.

e oy g o]

Fig. 19. Rapidly evaporating

5. CrystaL ForMs FROM MIXED PROCESSES

Snow crystals falling from the atmosphere are character-
ized as simple plates, necedles, etc., but in fact, snow
particles often display mixtures of these characteristics
depending on the particular path they foliow through the
atmosphere. Likewise, particles in the snow cover have
generally experienced a variety of processes depending on

e 1+ 7L

wet snow crystal displaying crystalline faces connected by a spinelike ridge (photograph
of seasonal snow on the South Cascade Glacier).
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the conditions since their deposition. Many snow grains
cannot be well described by the basic cases shown in Figures
1-4 and must be described separately. Some of the more
complicated cases are described here. although there are
probably many cases of which I am not aware.

a. Faceted Crystals With Rounded Portions

There are two forms of these crystals. First, when the
temperature gradient is removed, faceted crystals revert to
the rounded form as shown in Figures 16 and 17. This
process is probably accelerated in the presence of a small
temperature gradient in much the same way that showflakes
round off more quickly in nature than in an adiabatic
environment in the laboratory (see Figure 9). Second, at
higher temperatures, where thermal fluctuations are of great-
er importance {Herring, 1953], some faces on growing crys-
tals can become rounded while others stay flat [Paviovska
and Nenow. 1972]. Lamb and Scott [1972) and Nenow and
Stoyanova [1979] have grown such ice crystals individually
in the laboratory, and they can be observed in the snow
cover as well. These two cases are distingished on the basis
of whether the faceted crystals are actively forming or
decaying at the time of the observation. This case is distin-
guished from the next case (section 5b) on the basis of
whether the faceted or the round form is dominant.

b. Rounded Crystals With Faceted Portions

There are two cases of rounded crystals with faceted
portions which I have observed in seasonal snow. The most
important one is shown in Figure 18, the incipient stage of
faceted crystal growth in a snow cover consisting entirely of
well-rounded grains. This example grew during a cold night
in the fall when the snow cover was wetted during the day
and the ground was warm. In fact, the snow cover did
recrystallize into faceted grains owing to sustained cold
weather after this photograph was taken.

The second type of rounded crystal with facets is shown in
Figure 19. During conditions of a very dry atmosphere, wet
snow crystals exposed to the atmosphere can evaporate
rapidly enough to develop crystal faces connected by spine-
like ridges. As with faceted crystal growth, the evaporation
must occur with sufficient speed to overcome the tendency
for thermal fluctuations to remove the molecular ledges
which are propagating across the faceted surfaces. This is
most difficult at the melting temperature, where a large
liquidlike layer is assumed to exist over the solid surface
during most conditions. The spines are probably remanent
features of the formation of ledges at the crystal edges. Their
regular spacing and size suggest some distinguishable mech-
anism, but that is not yet identified.

¢. Melt-Freeze Crystals

Snow often undergoes cycles of freezing and thawing, thus
causing an alternation of the clusters shown in Figure 3. The
result is multicrystalline grains shown in the process of
forming in Figure 20 and as they occur in nature in Figure 21.
When subject to prolonged solar radiation, these grains may
break down along the crystalline boundaries and revert to
the original grain clusters. For this reason it is common to
see a mixture of multicrystalline and single-crystal grains in
wet snow. The existence of melt-freeze grains does not
indicate that this process is inherent in the formation of the

normal grain clusters such as those shown in Figure 3. The
formation of these grain clusters occurs without melt-freeze
cycles [Colbeck, 1979].

d. Melt-Freeze Layers and Surfuce Melt Layer

These crusts form both on and below the surface. On the
surface a thin layer can melt during the day (even at
subfreezing air temperatures) and freeze at night, thus
leading to a surface layer of higher density with a very
complicated structure. At higher air temperatures when the
melting is intense enough, the absorption of solar radiation
can cause melting of the grain boundaries and lead to a
cohesioniess surface layer in snow which is otherwise char-
acterized by the weli-bonded grain clusters shown in Figure
3. This condition can be readily identified by the rapid
increase in strength below the melting surface. At these melt
rates, some of the pores may be filled with meltwater over a
fair portion of the surface. Thus as is shown in Figure 22, the
surface may have a very large liquid content which de-
creases rapidly in the first few millimeters befow the surface.
This large liquid conter: can lead to the growth of large,
cohesionless crystals on the surface.

The melt-freeze process also operates below the surface
when infiltrating meltwater is subsequently refrozen. Re-
peated cycles of melt-freeze of a large portion of the depth of
the snow cover can lead to ‘ice layers’ of greatly reduced
permeability and porosity as shown in Figure 23. These are
rarely impermeable {Gerdel. 1954}, although they can divert
the infiltrating meltwater. They usually form at horizons
where a fine-grained snow lav r overlies a coarse-grained
layer because of the retentive capacity of the fine-grained
material. As is shown in Figure 23, the crystals are often
very large. probably because of crystal growth in the liquid-
saturated snow prior to refreezing.

e. Wind Crusts

Another type of crust forms owing to the action of the
wind on the surface of the snow cover. As the ice particles
are carried along by the wind, they are broken into smaller
fragments which can pack with a higher density. These
crusts can develop a high strength due to their increased
density and the faster sintering action of smaller particles
[Hobbs and Mason, 1964]. No doubt the steep and rapidly
changing temperature gradients associated with the surface
are important as well.

f. Surface Glaze

Supercooled rainwater can refreeze onto the surface to
form a glaze. As is shown in Figure 24, the crystal size of the
surface glaze is about the same as grain size in the snow. The
resulting surface tends to be smooth and impermeabie.

6. SUMMARY

The overview of the metamorphism of seasonal snow
given here is based on the processes which lead to the
characteristic features of snow grains, especially their size.
shape, and cohesion. Knowledge of these processes is quite
incomplete, but enough is known to construct a meaningful
outline based on the dominant processes. This outline.
shown in Table 1, differs from that of Sommerfeld and
LaChapelle (1970} in several important respects. First, their
terms ‘temperature-gradient’ and ‘equi-temperature meta-
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Fig. 21. Melt-freeze grain from the snow cover of the South Cascade Glacier.

morphism’ are replaced by the crystallographers’ terms
*kinetic growth® and ‘equilibrium form’ because all of these
forms develop in the presence of a considerable temperature
gradient. In fact, the temperature gradient controls the rate
of grain growth even when the equilibrium form develops.
Also, Sommerfeld and LaChapelle {1970} appear to use
‘meli-freeze’ in describing any freely draining wet snow.
While they correctly point out the importance of these

cycles, the grain clusters of Figure 3 develop for reasons
which have nothing to do with melt-freeze cycles or overbur-
den pressure. The multicrystalline grains shown in Figures
20 and 21 do arise from these cycles. but most grain clusters
in wet snow occur for other reasons [Colbeck, 1979].

The classification of snow logically begins with the precip-
itation. This occurs in many different forms. depending on
the supersaturation and temperature of the atmosphere

2mm

L]

Fig. 22. Sample taken from the refrozen surface of a rapidly melting snow cover. Some of the spaces between the
surface grains were filled with meltwater during the rapid melt. The meltwater refroze into crystals whose grain

boundaries are visible.
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3. 23 View of an e layer’ furmed below the surfuce in the seasonal snow of the Sovth Cascade Glacier by
ezing of mfiltrating meltwater. The crystalline boundaries ton both the upper and the lower surfaces) and entrapped

ubbles are visible.

34| and. of course. often displays a mixture of
the various growth environments experienced
i through the atmosphere. The best known
: snowflake. a thin plate displaying hexagonal

earhier classifiers [Commission on Snow and
mmerfeld und LaChapelle. 1970]. 1 think of two

basic cases of dry snow. Dry snow is stable in either a well-
rounded or a faceted form depending on the growth rate.
although the transitional cases (IVa and IVh in Table D
between these two states are very common. The well-
rounded form can be undersiood approximately by phase
equilibrium thermodynamics. hence the term equilibrium
form. The kinetic growth form develops at rapid growth

. IOmm

T4 Crmacconlad rain freezing onto the snow surface as shown by the glassy reflection and ice crystal boundarics
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where surtace kinetics dictates the form of crystals
are large enough to be seen with an optical micro-
|Frank. 19S8].
transition..! forms between these two basic cases
when a large temperature gradient is either removed or
d to the snow cover. That is, the faceted form grows at
ipense of the rounded form when a large temperature
:nt (at Jeast 10-20°C/m) is applied. while the rounded
grows at the cxpense of the faceted form when smaller
sruture gradients occur. One of the most interesting
ples of dry snow is a grain undergoing faceted growth
bottom side while evaporating from its rounded upper
The crystals shown in Figures 9 and 16 are examples of
pposite situation: these crystals are rounding off their
2d portions because the large supersaturations respon-
for their ramd growth have been removed.
the presence of all three phases at the melting tempera-
snow undergoes rapid changes to achieve its equilibri-
tate. At low liquid contents (case [lla), the pendular
1e of saturation, the crystals are well rounded and join
well-bonded grain clusters. These display some consid-
¢ strength as compared to the relatively cohesionless
cles at the high figd contents of the funicular regime of
ation (case 1A, In fact, both cases b and 11ib are
ively cohesionless forms of snow.
'yond the four basic states of wet and dry snow on the
nd are many types of snow which display evidence of a
bination of processes. The transitional cases of crystals
laying both faceted and rounded portions are very
mon, especially in shallow snow covers which are
ected to changing weather patterns. Melt-freeze grains
crusts also develop owing to changing conditions on the
ace of the snow.
e metamorphism of snow has been reviewed with
ect to both the important processes and the dominant
talline shapes. The properties of snow are greatly affect-
sy crystal size, shape. and interactions. Accordingly.
arch into this important area wifl continue. and our
vledge of snow metamorphism will continue 1o evolve.
key to a rapid increase in our knowledge of this subject
understand both the processes and the resuits.

NOTATION

D diffu.,on coefficient for water vapor in snow.

s subscripts for gas, liquid, and solid phases.

j indices.

J  vapor flux.

L latent heat of fusion.

", latent heat of sublimation.

. capillary pressure, equal to p, — pi.

p;  pressure of the ith phase.

7, reference pressure.

maximum possible pressure difference between a
curved and a flat surface.

r, mean radius of curvature between ith and jth
phases.

particle radius.

r:  principal radi.

s entropy.

T temperature, kelvins.

n melting temperature, degrees Celsius.

To reference temperature, kelvins.

v, specific volume of ith phase.
V  mean air velocity.
- vertical coordinate.
# chemical potential.
m  reference density.
p, density of ice.
surface free energy between ith and jth phases.
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INTRODUCTION

In this paper | will limit my use of the term acoustics to the
study of stress waves in materials which do not cause
permanent, macroscopic deformations. This somewhat arbi-
trary restriction excludes important but peripheral studies
such as plastic waves [Brown, 1980]. other effects close to
explosives, and the stress wave triggering of material failure.

Studies of acoustic phenomena in materials fall naturally
into two categories. The first includes attempts to under-
stand and describe the acoustic properties of materials and
relate the descriptions to other material properties. The
second is the study of acoustic emissions from stressed
materials.

The acoustic properties of materials are of interest for a
variety of reasons. Since sound is propagated in a material
through the motion of material particles, the propagation and
attenuation of acoustic energy in a material is closely related
to the mechanical properties of the material. Also, some
combinations of stress rates and durations, for the determi-
nation of material properties, are most conveniently attained
through acoustic experiments.

In the case of porous materials such as snow, sound
propagation involves an extremely complex interaction be-
tween the pore fluid and the solid framework. It is obvious
from much of the work in snow acoustics that this complex-
ity was not fully appreciated for many years. In general, the
complexity of sound transmission in porous media has
hampered its understanding, and snow is certainly no excep-
tion.

The difficulty of theoretical treatment probably explains
the relative lack of interest in snow acoustics. Although
experiments on sound propagation in snow were conducted
as early as 1952 [Oura, 1952a, b], Mellor's [1964] review
only mentions acoustic properties in relation to bulk me-
chanical properties. Furthermore, most of that work was on
very high density snow, of little interest in work on seasonal
snow cover. A glance at the reference list of this article
reveals the slow pace of work until very recently. Perhaps
the most important recent work is that of Johnson [1978],
which unfortunately remains largely in unpublished thesis
form. On the other hand, the fact that acoustic properties of
porous materials are so strongly affected by the texture of
the material holds the promise that acoustic properties can

This paper is not subject to U.S. copyright. Published in 1982 by
the American Geophysical Union.
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Snow acoustics can be divided into two major areas. One is the attempt to understand the acoustic
/properties of snow and to relate them to other material properties. In this area the major advance has
been the recent understanding that snow must be treated as a porous medium and that the ice
framework, the pore air, and their interaction all play important roles in acoustic propagation. It
appears that a more realistic model of the ice framework must be used before the full range of snow’s
acoustic properties can be modeled adequately. The second area is acoustic emissions. High-
frequency acoustic emissions have aided in the development of a texture-oriented constitutive
relationship. Low-frequency acoustic emissions have been shown to have the potential for predicting
avalanches, at least under some conditions.
. v—\‘

be used to index the textural properties and perhaps catego-
rize them.

Here I would like to inject a little semantics. I find that in
most snow acoustic studies, the ice network is called the ice
or snow ‘structure.’ This terminology is ambiguous. On one
scale the snow structure is the layering and composition of a
snow pack, in agreement with geological usage. There is no
doubt that this snow structure has a strong effect on the
propagation of sound in the snow pack. On another scale the
ice structure is wurtzite type, in agreement with crystallo-
graphic usage. I strongly recommend that the interrelation-
ship of the ice grains be called the texture. in agreement with
a geological, mineralogical, and metaliurgical usage devel-
oped to circumvent similar ambiguities.

Some acoustic properties are closely related to the stress
state and history of a material specimen. In particular. most
materials under stress emit acoustic energy related to the
stress level and history. There are many mechanisms for
generating this energy. They span a size scale from the
riolecular to the geologica! with a corresponding range in
frequencies from tens of megahertz to tenths of milliheriz.

Acoustic emission studies are of two types: Studies of the
fundamental relationships between acoustic emissions and
other materials phenomena are performed under controlled
laboratory condiiions using small samples and high frequen-
cies. Studies to predict large-scale material failure are per-
formed in the field on complex structures using low frequen-
cies.

SNow ACOUSTIC PROPERTIES

Historically. snow has been treated both as a continuous
material and as a porous material. In general, there has been
a serious lag between available technology and analysis. For
example, it was 22 years before the work of Biot [1956] was
applied to snow {Johnson, 1978). Comparisons among work
in this field are difficult and may not have much meaning. As
Johnson [1978] points out. experimental techniques among
various workers are variable. and most experiments were
not completely adequate in their design. In this section some

omparisons are made. Any conclusions drawn from the
comparisons must be considered tentative and hypothetical.
They are preseated to indicate where further work is needed.
At present, data are not available to make definite choices
among competing hypotheses.

e
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Fig. 1. Comparison of the velocities of sound in the ice framework
and pore air in snow.

Snow as a Continuous Medium

The treatment of snow as a continuous material is, of
course, simpler in concept and can draw on a larger body of
established work. The shortcomings of this viewpoint make
it inadequate to answer some of the most important ques-
tions of snow acoustics: those involved with the two differ-
ent propagation media. For example, Chae (1967] attempted
to reproduce the frequency variation of the complex modu-
lus, the viscosity coefficient. and the loss tangent using a
series of Voight models. Agreement between theory and
experiment of the complex moduli and the viscosity coeffi-
cients could not be obtained without using different relax-
ation time distributions in each case. Agreement of the loss
tangents between theory and experiment could not be ob-
tained at all.

However, acoustic techniques have been used with suc-
cess in determining the bulk mechanical properties of snow.
Estimates of Young’s modulus and Poisson's ratio are best
made with acoustic techniques. since they can provide short
stress durations and small strains conveniently. The more
recent measurements of these quantities [J. L. Smith, 1965;
N. Smith, 1969] are in essential agreement with those
collected by Mellor [1964] and will not be reproduced here.
The major shortcoming of most of these measurements is
that they do not reach into the density range of the seasonal
snow cover, below 300 kg m . Nakava [19594] encountered
practical problems in performing his experiments on softer.
less dense snow. N. Smith [1969] has calculated complex
Young's and shear moduli, Poisson’s ratios, and loss factors
for snow in the density range 412-896 kg m ‘. Johnson
(1978] presents data over the range 210-500 kg m . still not
adequately covering the range of seasonal snow, 80-300 kg
m . As we will see below, the density range less than 300 kg
m? may also be much fess amenable to continuum treatment
than higher densitics.

Snow as a Porous Medium

Studies from the viewpoint of snow as a porous medium
have been encouraged both by intrinsic interest and by
failures of the continuous medium viewpoint. In particular,
the continuum vicwpoint has not been able to accounf for the
sound velocity and attenuation in lower-density snows, and
the complicated phase relationships in snow do not seem
amenable to a continuum approach.

Oura (19524, b] made the earliest acoustic measurements
on snow that I have been able to find. Because of his
technique, rather than his viewpoint, his measurements
emphasized the porous nature ot snow. He worked with low-
density snow and excited and detected pressure waves in the
air. [t is interesting to compare his results with the most
recent sound velocity measurements, those of J. L. Smith
[1965) and Yamada et al. [1974] (Figure 1). They measured
motions in the ice framework. Since shear waves cannot
exist in the fluid, the comparison is between Oura’s veloci-
ties on the one hand and J. L. Smith’s longitudinal and
Yamada's P velocities on the other. A continuous, single-
valued function of density which explains J. L. Smith’s and
Yamada's data cannot account for Oura’s. Oura also men-
tions measurements of higher velocities in the range from
700 to 1000. He discounts these as being due to transmission
through an ice layer underlying his sample. However, the
possibility remains that he detected a wave in the ice
framework which coupled back into the air {Johnson, 1978].

Oura’s data easily extrapolate to the velocity of sound in
air, but it would strain J. L. Smith's and Yamada's data to do
the same. Clearly, there are two modes of sound propagation
operating here, one associated with the ice framework and
one associated with the air. A possible hypothesis from this
comparison is that below 200 kg m~* the pore air is more
important in sound propagation. while above 300 kg m™ .
propagation in the ice network is more important. H. Gubler
(personal communication. 1981) believes that air propaga-
tion was more important in the lower densities he studied.
However, the velocities seismically determined by Bentley
et al. [1957] on higher-density snow substantially agree with
those of J. L. Smith [1965] and Yamada et al. [1974]. 1t
would be interesting to see some experiments specifically on
this point.

Ishida [1965]) was the first to treat snow explicitly as a
porous medium. He was also the first to recognize the
complex nature of the acoustic impedance of snow, an
important pont which has received too little attention.
Ishida’s [1765] analysis was not adequate for two reasons.
First, he was not able to work around the fact that the sound
propagation in air in snow is in an analytically difficult
region. It cannot be characterized as either isothermal or
adiabatic but falls in the intermediate region. Second, Ishida
treated the ice framework as rigid, essentially removing it
from the analysis. Undoubtedly, much of his agreement
between analysis and experiment resulted from the fact that
he only excited and measured air pressure waves.

It is interesting, in view of the above discussion. that Lang
(1976] found an average transmission loss versus frequency
similar to that found by Ishida [1965]. Lang's measurements
were over a distance of 3 m, and his transducers were
responsive to motions in the ice framework. As was men-
tioned above, comparisons among different experiments
may not have much meaning because of different experimen-
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tal techniques. However, as the data stand, the comparison
supports the observation of H. Gubler (personal communica-
tion, 1981) that for lower-density snow the major part of the
acoustic energy is carried in the pore fluid.

Yen and Fan [1966] calculated the attenuation in a porous
medium of nonuniform permeability, intending application
to snow. However, their assumptions of isothermal flow [see
Ishida, 1965], rigid framework, and Darcy flow (see below)
are not realistic. They present no cxperimental data.

Johnson’s [1978] results indicate a different frequency
function from that of Ishida [1965] and Lang [1976], which
may be due to different experimental conditions or simply to
inaccuracies in the data. Johnson [1978) did not specify his
experimental error but appears to have attained fair agree-
ment between theory and experiment, considering the prob-
lems usually involved in these measurements. He attributed
the transmission loss-frequency function to the presence of
two interacting dilatational waves, one in the ice network
and one in the air. Johnson [1978] was the first to specifically
address this complicated problem in snow. However, John-
son’s [1978] calculations indicate that the attenuation attrib-
uted to the ice network is much less than that of the pore
fluid, the opposite conclusion from that indicated above.
Oura’s [1952a] measurements bear on this point. He found a
decrease in velocity with increasing density, clearly indicat-
ing that the energy he was detecting was carried in the fluid
[see Johnson, 1978, Figures 3 and 4]. Whether this is
because of his experimental techniques or because most of
the energy was transmitted in the fluid is a matter of
conjecture, but it does raise the latter possibility. More
accurate measurements of velocities at lower densities, with
detection of both type of waves, are indicated to resolve this
problem.

Johnson’s [1978] analysis relied heavily on the analysis of
Biot [1956]) and assumed an elastic framework with a com-
pressible viscous pore fluid, seemingly a realistic assump-
tion. Although Johnson’s conclusions on attenuation may be
in conflict with some experimental evidence, his conclusion
that two interacting modes of propagation exist in snow is
probably correct. The possible disagreement between obser-
vations and Johnson’s calculations might come from the fact
that Biot includes no loss in the solid framework except
through its coupling to the fluid. Perhaps a more complete
constitutive model could be used in a sound transmission
model similar to Biot's with better results.

The lack of definite statements in this discussion is symp-
tomatic of this field. Comparisons among the various sets of
experimental data are difficult and of limited value because
of varying techniques and flaws in experimental design.
Even with well-designed experiments the intrinsic variability
of snow causes large scatter in the data and inconclusive
results. Johnson's [1978] analysis may be an adequate repre-
sentation of sound transmission in snow. However, current
experimental evidence is inadequate to prove that it is either
adequate or inadequate. More experimental work with care-
ful attention to experimental design, as Johnson recomends,
is needed along with critical comparisons between experi-
ment and theory. Also, some method of rationality dealing
with the intrinsic variability of snow is needed in this as in
most areas of snow research.

A final problem with porous media analyses must be
mentioned. These types of analyses depend on Darcy's law.
The assumption is always made that since the flow rates are

well below the turbulent range, Darcy’s law holds and the
permeability measured at higher flow rates (still below the
turbulent range) can be used. The only permeability mea-
surements at pressure gradients and flow rates in the sonic
range are those of Martinelli {1971]. He found very serious
deviations from Darcy flow. Martinelli cites similar results in
soils but gives no explanation. This point further indicates a
lack of complete understanding of the interactions between
the solid and the fluid and clearly requires further theoretical
and experimental work. Martinelli's observations must be
explained before models based on Darcy flow can be relied
on.

In addition to understanding the acoustic propagation in
snow, the majority of workers hoped to index the snow
texture with acoustic properties. The most complete work in
this area was done by Nakaya [Nakaya and Kuriowa, 1967).
His results must be considered qualitative and tentative
because his choice of thick sections (300-600 um) led to
inaccurate grain and pore size measurements {see Under-
wood, 1970}. Other work has been done by Ishida [1965],
Nakaya (1961), Yamada et al. [1974], and Johnson [1978].
These attempts have not been successful for two reasons.
First (with the possible exception of that of Johnson), the
analysis of sound propagation as affected by snow texture
has been inadequate for the problem. Second, there have
been no independent, quantitative texture analyses done on
snow to use for comparison. O. Buser (personal communica-
tion, 1981) believes he has made progress on the first
problem. He is initiating some wave tube experiments to test
his analysis. In addition, he has access to texture analysis
equipment and techniques [Good, 1975] which can provide
independent and quantitative measures of snow texture. His
results will be of interest.

The possibilities for practical applications of these lines of
research to seasonal snow cover problems seem remote at
present. However, seasonal snow provides an interesting
material in which the interactions of the two different
propagation modes are very important. As such, it can be
used to test the accuracy and completeness of porous media
sound propagation theories.

Gubler (1976, 1977a, b] has completed a study of explo-
sions on snow. His major conclusion is that most of the
energy is injected into the snow by the air wave traveling
over the surface. His work is of great practical interest in
avalanche control and, as was mentioned above. has some
fundamental implications.

A noticeable gap in this general field is quantitative
experiments on the effect of structure on long-range acoustic
propagation.

AcousTic EMIssIONs

The field of acoustic emissions in general can be divided
between fundamental and applied studies, and this is true in
snow. Pioneering fundamental work has been done by Sr.
Lawrence and Bradley {1973, 1975]. St. Lawrence et al.
(1973]. and Bradley and St. Lawrence [1975). They found
that snow stressed under laboratory conditions emitted
acoustic signals similar to those from other materials. The
work showed that snow definitely exhibits a Kaiser effect.
Later work showed that the Kaiser effect could not be used
to determine stress state in an avalanche path, since the sign
of the original stress could not be determined. However.
continued effort has produced significant success in another
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line. St. Lawrence and Lang [1981] recently described a
constitutive relation for snow under uniaxial deformation. In
their texture-oriented relationship they used the acoustic
emission rate as a function of strain to determine the grain
mobility function. The grain mobility function and a velocity
function accurately modeled the plastic part of the stress-
strain response of snow in their experiments.

On a practical level, St. Lawrence and Williams (1976],
Bowles and St. Lawrence [1977] and Sommerfeld {1977]
have investigated the possibility of using low-frequency
acoustic emissions as a measure of snow slope stability.
Initially, St. Lawrence and [ obtained conflicting results. [
concluded that there were detectable acoustic emissions
preceding avalanches. St. Lawrence did not detect any
precursors to an avalanche in his study area. He was able to
clearly detect the avalanche itself, surface slides, cornice
falls, etc. It now appears that the conflicting results came
from a combination of different experimental technique and
ambiguities inherent in the precursor data. St. Lawrence
recorded his data on a drum recorder. This type of display is
more sensitive to isolated, relatively high amplitude spikes.
My data were displayed as both counts above a trigger level
and as rms voltage levels. My method is more sensitive to
persistent, low-level signals and tends to ignore isolated
spikes. It is my opinion that any precursor signal must be
sustained because unstable slope conditions are sustained
for appreciable periods of time. The increases must also be
low level because of the mechanical and acoustic properties
of snow. It is impossible to introduce a high-amplitude
elastic stress wave into snow: a reflection of its nonlinear
behavior. Thus any precursor must start at a low amplitude.
Then snow has a high attenuation coefficient, and attenua-
tion is greater at high frequencies than low. The result is that
individual spikes can only be detected if they occur very
near the sensor. My opinion is that during an unstable
period, many such spikes occur but, in general, they are
quickly attenuated and merge into a low-level, persistent,
incoherent increase in the noise at the sensor position.

Recently, Gubler [1979] obtained results similar to mine in
that he also found a correspondence between the acoustic
level and the slope instability. His sensor design was superi-
or to mine in some aspects. We concluded that geophones
(velocity gages) were superior in low-frequency response
and cost but that for maximum sensitivity the sensor should
be mounted in the snow and matched to the snow density
with a foam plastic housing. We are now testing a further
improvement.

An important question which remains only partially an-
swered is: Are there any avalanches without usable precur-
sors? Small, surface avalanches do not have usable precur-
sors if there is more than 1-1.5 m of snow between the
sliding surface and the sensor [Sommeifeld, 1980). Intuitive-
ly, it seems likely either that some large avalanches release
on the first detectble motion or that precursors are emitted
for too short a time to be usable [S1. Lawrence, 1980]. To
date, examination of available data has not revealed an
unambiguous case of this sort. The ambiguity comes from
the fact that all avalanches which appeared to have no
precursors were also avalanches that were triggered well
outside the experimental area. The dynamics of the ava-
lanche release may have propagated the instabifity into the
sensor arca where none previously existed.

1 have observed that some large avalanches release after

an unusually quiet period which has followed a period of
prolonged high noise. Similar observations have been made
in other areas of acoustic monitoring of geological structures
(Hardy and Leighton, 1980). Three hypotheses for this
behavior are apparent: (1) An initial unstable condition starts
near the sensor and then propagates to a different area where
it subsequently causes a release. The original unstable area
near the sensor has become stable but is then made to fail by
dynamic propagation from the distant, unstable area at the
time of release. (2) The local area is stressed, causing
acoustic emissions. The stress relaxes and then increases
again. The Kaiser effect prohibits acoustic emissions until
the original stress level is surpassed, so that a slight increase
in acoustic emissions indicates a much higher than normal
stress level. (3) An instability propagating slowly under
increasing stress encounters a hard spot and locks up. The
stress increases until the instability can again propagate. At
this point it moves into a weaker area where it has enough
energy to propagate rapidly and cause complete slope fail-
ure. Testing of these hypotheses would require a major study
with a very large sensor array, probably coordinated with
displacement or strain sensors.

Related to the above is perhaps the most important
outstanding question: What is the source of the signals?
Source location experiments designed to answer this ques-
tion have failed, primarily because of an insufficient sensor
array. Only a very intensive experiment will provide a
satisfactory answer.

SUMMARY AND CONCLUSIONS

Realization of the complexity of sound propagation in
snow is aiding in the development of more satisfactory
theoretical analyses. Johnson's [1978) model is superior to
previous models but still may not be able to represent sound
transmission in snow accurately. The next step appears to be
a more accurate modeling of the ice framework, particularly
fo: Jow-density snow. It is also important in experimental
vurk to pay careful attention to the two different models of
saund propagation. The experimental resuits can be different
depending on whether the pore fluid or the framework is
excited and detected. Because of the complex impedance of
snow the distinctions among phase, wave, and group veloci-
ties may be important in experiments. Some advances are
probable in the relationships between acoustic properties
and texture, since there are now techniques for the quantita-
tive characterization of snow texture.

Even with well-designed experiments the intrinsic vari-
ability of snow presents severe problems in interpreting
experimental data. So far, the variability has beeu ignored or
treated in the most cursory manner.

Acoustic emissions are aiding in the difficult problem of
developing constitutive relations for snow. Progress in this
area is related to progress in the understanding of snow
texture; the mutual interactions of these studies are very
promising. The acoustic emissions prediction of avalanche
slope instability is at a plateau. With current knowledge a
system could be built which would predict major instabilities
on particular slopes. Any significant increase of knowledge
in this area will require a major increase in experimental
complexity and sophistication.
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“'content, and cloud cover can be interpreted in terms of single-scattering and multiple-scattering
iative transfer theory. Ice is very weakly absorptive in the visible (minimum absorption at / = 0.46
but has strong absorption bands in the near infrared (near 1R). Snow albedo is therefore much
lower in the near IR. The near-IR solar irradiance thus plays an important role in snowmelt and in the
energy balance at a snow surface. The near-1R albedo is very sensitive to snow grain size and
moderately sensitive to solar zenith angle. The visible albedo (for pure snow) is not sensitive to these
parameters but is instead affected by snowpack thickness and parts-per-million amounts (or less) of
impurities. Grain size normally increases as the snow ages, causing a reduction in albedo. If the grain
size increases as a function of depth, the albedo may suffer more reduction in the visible or in the near
IR, depending on the rate of grain size increase. The presence of liquid water has little effect per se on
snow gptical properties in the solar spectrum, in contrast to its enormous effect on microwave |
s emissivity. Snow albedo is increased at all wavelengths as the solar zenith angle increases but is most
\ Nv\ ° sensitive around\ = 1.um-. Many apparently conflicting measurements of the zenith angle dependence
of albedo are difficult to interpret because of modeling error, instrument error. and inadequate
documentation of grain size, surface roughness, and incident radiation spectrum. Cloud cover affects
snow albedo both by converting direct radiation into diffuse radiation and also by altzring the spectral
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R _distribution of the radiation TAUSESan increase-in-spectraity-integrated snow b
o albedo. Some measurements Of spectral flux extinction in snow are difficult to reconcile with the i
o spectral albedo measurements. The bidirectional reflectance distribution function which apportions
th the reflected solar radiation among th.c various reflection angles must be known in order to interpret
individual satellite measurements. It has been measured at the snow surface and at the top of the |.,]
atmosphere, but its dependence on wavelength, snow grain size. and surface roughness is still !
unknown. Thermal infrared emissivity of snow is close to 100% but is a few percent lower at large !
viewing angles than for overhead viewing. It is very insensitive to grain size. impurities, snow depth, "
. . . . P 3
liquid water content, or density. Solar reflectance and microwave emissivity are both sensitive to '
various of these snowpack parameters. However, none of these parameters can be uniquely .
determined by satellite measurements at a single wavelength: a muitichannel method is thus necessary ‘
if they are to be determined by remote sensing. : ﬁ
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the optical properties at high spectral detail.
Considerable progress has recently been made in under-
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standing the optical properties of snow in the solar and
infrared regions of the spectrum. The most recent review
article was that of Mellor [1977]. However, the modeling
papers of Wiscombe and Warren [19804] (hereafter WWI)
and Warren and Wiscombe (1980) (hereafter WWII) included
considerable review material. They reviewed earlier theoret-
ical models, snow albedo observations, and the complex
index of refraction of ice and reviewed (where necessary to
compare with model results) observations of the dependence
of snow albedo on wavelength, grain size or age, liquid water
content, solar zenith angle, cloud cover, snowpack thick-
ness, and snow density.

This article gives a more thorough review of observations
and modeling than did WWI, treats flux extinction and
bidirectional reflectance as well as albedo, but especially
reviews the considerable work done since WWI and WWII
were written, pointing out topics for further research where
theories and observations are lacking or in conflict.

This review of optical properties is limited to the parts of
the electromagnetic spectrum which are important for deter-
mining the climatic role of snow and for affecting snowmelt.
These are the solar (0.3 < A\ < 5 um) and thermal infrared (5
= A\ < 40 um) wavelengths. (Radiation of wavelength shorter
than 0.3 um is absorbed in the upper atmosphere and does
not reach the surface.) Other parts of the spectrum (micro-
waves) will be mentioned only for the purpose of contrastive
analysis in the discussion of the far-field assumption in
scattering theory and in the discussion of remote sensing.

B. DEFINITIONS

Definitions for reflectance are given by Siegel and Howell
(1972, pp. 47-88] and by Nicodemus et al. [1977).

The reflected radiation is not perfectly diffuse but is
unevenly distributed among the reflection angles according
to the bidirectional reflectance distribution function
(BRDF). This function R has units sr™":

daie, ¢', \)
rodF (6o, do, N)

where (6, ¢y) is the incident (zenith, azimuth) angle. uo =
cos 6, (¢, ¢’) the reflection angle. A the wavelength. F the
incident flux (on a surface normal to the beam), and / the
reflected intensity. Unless the surface has azimuthally de-
pendent surface features, such as the sastrugi oriented with
their long axes parallel to the prevailing wind at the south
pole [Carroll and Fitch, 1981). the dependence of R on both
¢y and ¢’ reduces to a dependence only on the relative
azimuth ¢y — ¢'.

The albedo a, is the ‘spectral directional-hemispherical
reflectance’; it is the integral of R over all reflection angles:

R(Gy, 0, o, &'. N) =

[}

2w
a6y, \) = I K odp L R(6,. 0. ¢'. \) dd'
More simply stated, the albedo is just the upflux divided by
the downflux at a particular wavelength, usually measured
Jjust above the snow surface.
The albedo for hemispherically isotropic incident radiation
is the diffuse albedo a,:

|
ad\) =2 j Hod(po. N) dpg
0

In general, the albedo depends on the distribution of incident
radiation with angle. .

The spectrally integrated albedo is what is measuregeby
unfiltered radiometers:

Ja 6y, NF ) (0. ) d\
SFF 10, A) dh

a,(&) =

where F | (0, A} is the spectral downflux of solar radiation at
the surface. The value of 4 thus depends not only on the
snow properties and on the sun angle but also on the
atmospheric composition {water vapor content, cloud thick-
ness, etc.), which affects the spectral distribution of the
sunlight. ‘

It is often convenient to normalize the bidirectional reflec-
tance relative to the albedo. Thus in Figure 14 below is
plotted not R but rather the anisotropic reflectance function

£
Ry, 0. 0" — do) = 7RGy, 0. &' — doVadby) (1)

The spectral emissivity &8, A\) depends on emission angle
6 and is equal to the absorptivity or the coalbedo [1 — a,(6,.
A)] by Kirchhoff's law [Siegel and Howell, 1972).

Deep in a homogeneous snowpack (uniform density and
grain size distribution and far from any boundaries) the
spectral flux F | (A) is attenuated approximately exponen-
tially:

Fl(x. I+ A = l-‘l(k' e EXINEYS
where x(A) is the flux extinction coefficient:

dInFia) -1 dF o)
d: Fla  d:

ks 'is often reported in units of geometric depth. but it is
better expressed in units of liquid equivalent depth in order
to avoid effects of snow density variation.

The important quantities for calculating snowmelt are the
surface albedo and emissivity. The important quantities for
the earth radiation budget are the planetary albedo and the 8-
to 12-um window emissivity. None of these are measured by
narrow field of view satellites. which instead measure the
planetary bidirectional reflectance R over a particular wave-
length band. This can be converted to planetary albedo for
the same wavelength band if the anisotropic reflectance
function fis known. Further conversion to a surface albedo
requires knowledge of the atmospheric vertical structure.

Other symbols used in the paper are as follows:

K,(A) =

g(x, m)  single-scattering asymmetry parameter:
x{A) absorption coefficient of pure. bubble-free.
polycrystalline ice.
x(A) flux extinction coefficient for snow:
m(\) = m, (A} — im,(X) complex refractive index of ice:
Qexilx. m)  single-scattering extinction efficiency:
r  snow grain radius;
X size parameter, equal to 2mr/\;
P snow density:
@  single-scattering albedo.

C. Optical CONSTANTS OF ICE

Theoretical models of the optical properties of snow
require as input the laboratory measurements of the refrac-
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tive index m,, and absorption coefficient «, of pure ice as
fupctions of wavelength. They are combined as the complex
i:ix of refraction m = m,, — im,,,, where x; = 4ant;m/\.

Of particular importance for solar albedo calculations are
the recent measurements of k{A), 0.4 um < A < 1.4 um, by
Grenfell and Perovich [1981]. The absorption coefficient is
so small in the visible wavelengths that, to measure it
accurately, blocks of bubble-free ice as long as 2.8 m had to
be grown in order 1o obtain sufficient light attenuation.

For 1.4 = A =< 2.8 um we recommend the values of m(A)
compiled by WWI, and for 2.8 < A < 33 um we recommend
the measurements by Schaaf and Williams [1973). The
optical constants of ice from 45-nm to 8.6-m wavelength are
reviewed by S. G. Warren (unpublished manuscript, 1981).

D. MEASUREMENTS OF REFLECTION AND TRANSMISSION
OF LIGHT BY SNow

1. Albedo

All-wave albedo has been routinely measured on polar
expeditions for many years. Time series of albedo show high
all-wave albedos (75-90%) in late winter and early spring.
dropping as snowmelt begins to about 60%. Such time series
have been reported for Greenland by Ambach [1963] and
Diamond and Gerdel {1956}); for Barrow (Alaska) by Maykut
and Church [1973); for McCall Glacier (Brooks Range,
Alaska) by Wendler and Weller [1974]:. for McGill Ice Cap
(Canada) by Havens [1964]; and for snow-covered sea ice in
the Antarctic by Weller [1968) and in the Arctic by Langle-
ben [1971). Summaries of monthly average or seasonal
average all-wave albedos have been reported for Antarctic
stations by W. Schwerdifeger [1970, p. 258) and for drifting
ice islands in the Arctic by Chernigovskii [1963, p. 269}. For
the Antarctic Plateau, where snow never melts, Schwerdt-
feger found that ‘a useful value of 0.8 as the lower limit of
surface albedo appears to be certain.’

Apart from these routine measurements, problem-directed
research has sought to identify the factors influencing snow
albedo. The albedo of both dry snow and melting snow is
normally found to increase as sofar zenith angle increases, as
measured by Hubley [195°% Liljequist {1956}, Rusin [1961).
Bryazgin and Koptev (195, Korff et al. [1974], and Carroll
and Fitch [1981). These measurements are examined in
section J2 below. Some workers, however, found the oppo-
site trend. Havens [1964] reported highest albedos at mid-
day, as did Kondratiev et al. [1964].

Cloud cover affects both the spectral distribution of irradi-
ance and the effective incident zenith angle. It normally
causes an increase in all-wave snow albedo. An increase of
5-10% relative to clear-sky albedo was found by Liljequist
[1956) and 11% by Weller [1968]. both on the Antarctic
coast, and 5-7% by Hanson [1960] at the south pole.
However, Carroll and Fitch 11981) have now found cloud
cover to reduce albedo at the south pole; this can be
attributed to the unusually steep dependence of albedo on
zenith angle which they find, described in section J2 below.
Grenfell et al. [1981) found snow albedo to increase with
cloud optical thickness at a mid-latitude site.

The effect of snow thickness on the albedo of a thin
snowpack over a blaci surface was investigated by Giddings
and LaChapelle (1961} for monochromatic light at A = 0.59
um. They found the snow albedo to reach within 3% of its
asymptotic value at a depth of 8 mm (liquid equivalent), as

did O'Neill and Gray [1973) for broadband-filtered sunlight,
0.3-1.1 um. However, Warren and Wiscombe (1980, p.
2742] think that these snow samples were probably some-
what contaminated and that pure snow would require 4 times
this thickness to reach within 3% of the semi-infinite albedo.

The reduction of albedo due to snow aging has been
documented for visible wavelengths by Holmgren {1971) and
Grenfell and Maykut [1977] and for the near IR by O'Brien
and Munis [1975). Grenfell et al. [1981) studied the progress
of spectral albedo changes (0.4 < A < 2.5 um) due to snow
aging.

Spectrally detailed measurements are necessary for an
understanding of the physical processes affecting snow albe-
do. Many of these measurements were reviewed by WWI
and WWII. The most accurate measurements are probably
the following. Albedo measurements in four spectral bands
for clean Antarctic snow were made by Liljequist [1956].
High spectral resolution albedo measurements were report-
ed for 0.4 < A = 1.0 um on the Arctic Ocean by Grenfell and
Maykut (1977}, for 0.4 < A =< 1.5 um at South Poje Station by
Kuhn and Siogas {1978], for 0.4 < X < 2.5 um in the Cascade
Mountains by Grenfell et al. [1981], and for 0.34 < A < I.1
pm on the Great Lakes by Bolsenga [1981].

Grenfell and his colleagues have developed a portable (16
kg) scanning spectrophotometer for field measurements. The
instrument described by Roulet et al. [1974] was useful for
0.4 < A = 1.0 um; it has been improved by Grenfell {1981]
with the use of a circular variable interference filter for A <
1.375 um (resolution AN < 0.03 um) and fixed wavelength
filters to extend the wavelength range out to 2.45 um (AN =
0.1 um).

2. Bidirectional Reflectance

The bidirectional reflectance measurements of O’Brien
and Munis [1975] were designed principally to investigate
the spectral dependence of reflectance for 0.6 < A < 2.5 um;
only a narrow range of incidence and detector angles was
employed. Although they are not albedo measurements.
they were used as proxy evidence for near-IR spectral
albedo and its dependence on snow age by the albedo-
modeling efforts of Choudhury and Chang {1979a. b} and
Wiscombe and Warren [19804).

Measurements of spectrally integrated bidirectional reflec-
tance over a large range of angles were made by Dirmhirn
and Eaton [1975]. Measurements over a restricted range of
angles but for a vanety of snow types were reported by
Middleton and Mungall [1952). Section L below reviews
these as well as the aircraft measurements of Griggs and
Marggraf [1967) and Salomonson and Marlan |1968a. b).
The dependence of the BRDF on wavelength. grain size. and
surface irregularity has not been adequately studied either
experimentally or theoretically.

3. Flux Extinction

The monochromatic flux extinction coefficient (A} de-
creases rapidly with depth near the surface where a signifi-
cant fraction of the upwelling radiation escapes the snow-
pack. Below a few centimeters depth the effect of the top
boundary is no longer noticeable. and one measures an
‘asymptotic' monochromatic flux extinction coeffictent
which is independent of depth for a homogeneous snowpack.
The asymptotic flux extinction coefficient has been mea-
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TABLE 1. Models for the Optical Properties of Snow

Grain Wavelength Anisotropic

Input Size Dependence Scattering  Sun Angle Thin Snow
Reference Parameters Enters Examined Considered Dependence  Treated Comments

Dunkie and Bevans Lm as yes yes for diffuse incidence and high
[1956] albedo

Giddings and LaChapelle 1. m,, as ! yes for diffuse incidence and high
{1961] albedo

Barkstrom [1972] w.6 yes must be tuned

Barkstrom and Querfeld w. g. & yes yes yes yes unrealistic g
{1975]

Bohren and Barkstrom r.m yes yes for diffuse incidence and
11974] high albedo

Berger [1979] m, p, yes yes yes for high infrared emissivity

Choudhury and Chang r.m, B yes yes yes yes for diffuse incidence and
[1979a, b] albedo =0.1

Wiscombe and Warren r.m, b yes yes yes yes yes used in this paper
[1980a]

Choudhury and Chang r.om. 6. s* yes yes yes yes *surface reflection” included
(1981}

Symbols used are as follows: g, single-scattering asymmetry parameter: /. photon mean path length through ice:m = m,_ - im,,,. complex
index of refraction of ice: r. snow grain radius; s°, variance of surface facet slopes: 1, ice lamina thickness: 8. single-scattering backscattered
fraction; 6,. solar zenith angle: p,, snow density; and . single-scattering albedo.

sured as a function of wavelength by Liljequist [1956] and
with better spectral resolution by Grenfell and Maykut
[1977] and Kuhn and Siogas [1978). These relatively mono-
chromatic measurements are better suited to testing theoreti-
cal models than are all-wave extinction measurements and
are discussed below in section 12,

Only a few such monochromatic measurements of flux
extinction have been reported. Far more commonly mea-
sured is the attenuation of all-wave solar radiation in snow.
which has been reported by (among others) Ambach and
Habicht (1962}, Ambach [1963], Weller {1969], and
Schwerdifeger and Weller [1977]. A number of other mea-
surements were reviewed by Mellor [1977]. who also clearly
explained intuitively the fact that «, decreases as grain size
increases. Unlike the monochromatic () the all-wave «,
does not quickly reach an asymptote. It decreases with
depth because of the changing spectral composition of
sunlight with depth. At great depth. where all but the blue
light is filtered out by the snow, «, will reach the asymptotic
value corresponding to A = 0.46 um.

4. [Intensity Extinction

The extinction and scattering of a directed beam of
monochromatic radiation as a function of angle and depth in
the snowpack has been studied by Ambach and his co-
workers [e.g.. O, 1974]. These measurements could be
useful for testing future models which may attempt to
calculate intensities as well as fluxes within the snowpack.

E. MODELING THE OPTICAL PROPERTIES OF SNOW

Modeling of the reflection and transmission of light by
snow has nearly a 30-year history. A rather oversimplified
summary is given in Table |. The early models of Dunkle and
Bevans [1956] thereafter DB) and Giddings and LaChapelle
[1961] did not explicitly compute scattering by individual ice
grains but set up a two-stream radiative transfer framework
which required two input parameters. These two parameters
can be loosely related to an cffective grain size and an
absorption coefficient. but they are normally found by fitting

experimental data. Because these models are computational-
ly simple. they have been used extensively for fitting albedo
and flux extinction data le.g.. Weller, 1969: P. Schwerdt-
Jeger. 1969: Bergen, 1970, 1971, 1975: Schlatter, 1972:
O’ Neill and Gray, 1973]. However, they are not generally
applicable outside the wavelength range where they are
tuned.

The application of modern radiative transfer theory to
snow was pioneered by Barkstrom and Bohren. who started
with the single scattering by individual ice sphere and used a
number of approximations to relate these to observable
quantities. Bohren and Barkstrom [1974] (hereafter BB}
obtained very simple equations which (as shown below) are
applicable only for the visible wavelengths. Choudhury and
Chang [1979a] also started with single scattering by ice
particles and used a two-stream method for radiative trans-
fer. They did not attempt to derive simple parameterizations
as had BB. Their model is applicable over a wider wave-
length range than is BB's and is more accurate than the
model of DB.

The most accurate model now available for computing
radiant fluxes in snow (short of a much more costly doubling
or discrete ordinates method) is the deita-Eddington/Mic
theory model used by WW]. Although we sometimes use it
in this section as a benchmark to criticize other models. one
should keep in mind that the WW1 model still has shortcom-
ings, which are discussed in later sections of this paper: it
neglects effects due to close packing (which restricts its
validity o A = 20 um) and nonsphericity of snow grains
(which may cause errors at very large solar zenith angles &,
— 90°), and it calculates only fluxes. not intensities. so it
says nothing about the BRDF. However, it has pre ven very
useful in explaining quantitatively the influence of snow
parameters and environmental parameters on spectral albe-
do.

I, Early Two-Stream Models

Dunkle and Bevans modeled the snowpack as a stack of
horizontal ice layers. They calculated the Fresnel reflection
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at normal incidence on each layer, as well as the absorption
of light passing vertically through the layer according to
Sauberer's [1950) measurements of ,. Given these reflection
and absorption coefficients. as a function of wavelength,
they used the Schuster two-stream method to examine the
dependence of albedo on the thickness of the ice layers. In
Figure 1 we reproduce Figure 3 of DB together with the more
accurate calculations of the Wiscombe-Warren model, as-
suming that DB's layer thickness represents the snow grain
diameter. The DB model gives the correct qualitative behav-
1or of agdr. A), showing the decrease of albedo due to
increased grain size as the snow ages, as well as the fact that
albedo is lower in the near IR than in the visible. However,
there are substantial errors. These errors are due to treating
the ice as sheets rather than as particles, the assumption of
normal incidence Fresnel reflectivity, and the use of two-
stream theory (An additional small part of the discrepancy is
due to the WWI model's use in Figure | of the new
measurements of m;,, by Grenfell and Perovich (1981].)

DB gave formulas for both albedo and transmittance for
both thin snow and semi-infinite snow. Although they ob-
tained their absorption and reflection coefficients from labo-
ratory mesurements on pure ice. later users of their model
have treated these coefficients as two adjustable parameters
1o be fit to field observations of snow.

Giddings and LaChapelle [1961] (hereafter GL) used a
diffusion model which. like DB’s. also emplcys two adjust-
able parameters, a diffusion coeflicient and an absorption
coefficient. The GL model is actually equivalent to the DB
model, because the diffusion approximation is a form of two-
stream approximation. (Recently. both Meador and Weaver
[1980) and Zdunkowski et al. {1980} have shown that all two-
stream approximations are equivalent and can be put into a
common framework.) The diffusion coefficient was related
to a length ! which is the average distance a photon travels
through ice between air-ice interfaces. so it is interpreted as
the effective grain diameter. GL estimated that the simple
diffusion model was accurate if there were a large number of
scatterings before the absorption of a photon. that is. if o, =
0.8. Correcting for ‘nondiffuseness’ (1aking into account the
nonunit ratio of downflux to upflux. F1/F| < 1 was
thought to extend the validity of the model down to albedo as
1w as 0.5,

o
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Fig. 1. Model calculations of semi-infimte diffuse albedo as a
function of wavelength for various snow grain radii. Dashed lines
are calcutations by Dunkle and Bevans [1956, Figure 1]. Sohd hnes
are calculations using the modet of WWIL, with the new m,,, (X}
measured by Grenfell and Perovich [1981).

For small absorption (large albedo), equations 13 and 21 of
GL imply that 1 — ay = r'?, a result also obtained later by
Bohren and Barkstrom [1974).

GL made measurements of albedo and transmission of
thin snow over a black background for monochromatic light
(A = 0.59 um) 10 determine the two free parameters in the
diffusion model. They found the same two parameters 1o fit
both the albedo data and the transmission data. However,
the value of | obtained was 20 times the grain radius
estimated by eye, [ = 20r, whereas it should be [ = 2r
according to the interpretation of [ as grain diameter.

GL also analyzed the disturbance of the radiation field due
to a radiometer inserted into the snow. The instrument
measures Jess downflux than would be present in the undis-
turbed snow because it is blocking some of the upflux that
otherwise could be scattered back down. This is one of the
reasons why transmission measurements are more difficult
than albedo measurements.

2. Single-Scattering by lce Grains Introduced

The scattering and absorption of radiation by a single ice
particle are described by three quantities:

1. Extinction efficiency Q.,, is the ratio of the extinction
cross section to the geometric cross section. For large
particles (r = A), Q. is close 10 its geometric optics limit of
5

2. Single-scattering albedo @ is the ratio of scattering
efficiency to extinction efficiency. It is the probability that a
photon intercepted by a particle will be scattered rather than
absorbed.

3. Phase function P(();, (1-). when multiplied by «. gives
the probability that a photon incident from angle €0, = (#,.
&) will be scattered into angle s = (6. ¢-). For a sphenical
particle. P is a function only of the cosine of the scattering
angle 1, - 1,. The complete phase function is needed for
computing intensity. but for computing fluxes normally only
a single measure of the anisotropy of P is needed. commonly
the asymmetry parameter g. which is the mean value of
Q. - ). or the backscattered fraction B8 [Wiscombe and
Grams, 1976, Zdunkowski et al.. 1980].

Both @ and g are dimensionless with ranges 0 <= « < | and
=1 = g=1:g = 0corresponds to isotropic scattening. and g
= [ to completely forward directed scattering.

Barkstrom [1972] assumed the snowpack to be semi-
infinite, grey. and isotropically scattering. He introduced a
zenith angle dependence by solving the radiative transfer
equation for intensity. This was then integrated to get flux in
terms of the X functions of radiative transfer. He calculated
that albedo would increase with zenith angle in approximate
agreement with measurements of Rusin [1961] and Liljequist
[1956}). He also showed that the (monochromatic) flux should
decrease faster than exponceatially at the surface but at great
depth should decrease exponentially, dF | id: - -« F .
with «, independent of solar zenith angle.

The first consideration of the anisotropic scattering by ice
grains was that of Barkstrom and Querfeld [1975]. who
attempted to explain the bidirectional reflectance measure-
ments of snow by Middleton and Mungall [1952). Barkstrom
and Querfeld used the adding-doubling method for radiative
transfer. However. in order to match Middleton and Mun-
gall’s measurements they required quite unrealistic values of
asymmetry parameter (g - 0.5, corresponding tor - 0.1 um,

s simiitine, . 5 catatBetabl
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whereas g = 0.9 for a realistic grain size r > S¢ um).

Bohren and Barkstrom 11974] used geometrical optics in
the limit of small absorption to calculate the scattering by
individual ice spheres. They obtained g = 0.874. close to the
asymmetry parameter found in exact Mie calculations for a
wide range of particle sizes (g = 0.89 for A < 1 um in Figure
4 of WWI). The geometrical optics calculation also showed
that the scattered light was due mostly to refraction rather
than reflection.

BB made a number of approximations which used the
assumption that xr € 1, which means that their results
apply only to the visible wavelengths. They obtained simple
formulas for albedo under isotropic illumination.

as = 1 -8.43xn)"' 2 2
and for asymptotic flux extinction coefficient.
x, = 0.65xr)* )]

where depth is measured as liquid-equivalent depth. Neither
(2) nor (3) involves snow density. (BB's formula did show «,
to be proportional to snow density, but this dependence
disappears if we measure depth as liquid-equivalent depth.
We do this in order to investigate possible near-field effects
which are ignored in all published models and which would
ntroduce a density dependence into (21 and (3), as discussed
in section ES below.)

Figures 2 and 3 compare equations (2) and (3) with the
more accurate results of WWI for several wavelengths.
Figure 2 shows that the albedo is indeed proportional to #'*
for A < 0.8 um. Accordingly. BB found good agreement of
() with Liljequist’s [1956] observations of high visible
albedos (ay = 0.96) using Liljequist's measured grain size r
= 150 um: this is the wavelength region where (2) is
applicable. However. (2) becomes useless as ice becomes
more absorptive in the near IR. At A = 1.3 um. for example.
(2) predicts negative albedos for r > 110 um. Figure 3 shows
that the flux extinction formula (3} is better behaved than the

SEMI - INFINITE DIFFUSE ALBEDO o

4 8 12 ] 20 24 28 32
SQUARE ROOT OF GRAIN RADIUS (+am)

Fig. 2. Diffuse albedo versus square root of grain radius for six
discrete wavelengths. Solid lines are calculated using WWI model.
Dashed lines are calculated using equation (42) of Bohren und
Burkstrom {1974),
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Fig. 3. Asymptotic flux extinction coefficient «, versus (1 r)'°
for three discrete wavelengths. Solid lines are calculated using WW]
model. Dashed lines are caiculated using equation (37) of Bohren
und Barkstrom [1974].

albedo formula. The results of the WWI1 model show that «,
xr P2 as (3 predicts, but that the WWI model increasingly
deviates from (3} as kAN increases (k£1.5) > x(1.8) > k(1.3
um)). It may be that snow albedo and flux extinction can be
parametenzed by simple formulas like (2) and (3), but more
work is needed to develop parameterizations that are appli-
cable over wider wavelength ranges.

Berger [1979] adapted the Bohren-Barkstrom theory for
the limit of large absorption. assuming that any photon
entering an ice sphere is absorked by it This assumption
makes the optical properties independent of grain size.
Berger's interest was to model the infrared emissivity of
snow, and his farge-absorption approximation is reasonable
for r = 100 um in the thermal infrared. as we show below in
section M 1. Berger found the emissivity ¢ to depend on snow
density p,. with ¢ increasing as p, decreases. owing 1o the
reduced average angle of incidence on spheres in a regular
array. This may be unrealistic. because the derivation de-
pends on the particular spherical shape of ice grains and on
the assumption that they are in a regular array. However.
Berger found the dependence of £ on p, to be weak (Figure
17 below).

The next experimental advances which stimulated further
modeling were the spectral bidirectional reflectance mea-
surements of O'Brien and Munis [1975). Choudhury and
Chang [1979q. b] (hereafter CCa and CCb) used the Sagan-
Pollack two-stream model, which was rather good at all
wavelengths, and they obtained tolerable agreement with
O'Brien and Munis’ measurements (uncorrected for the
reflectance of the BaSOy standard). In contrast (o the models
of DB, GL.. and BB. none of which were applicable for a, -
0.5, the Choudhury-Chang model became inaccurate onh
for a,y = 0.1 {compare Figure 4 of CCa with Figure 1 of CCb),
In their two-stream model, CC assumed a backscatter frac-
tion (7.59¢) independent of wavelength, using single-scatter-
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sulated from r and m,,, by means of a param-
: 10 Sugan and Pollack 11967]: w - 4 + Lexp
bis an adjustab. - parameter takenas b -~ 1.67
b = 2.0 by CCb. Jhese approximations make
ream model more accurate than the DB two-

In CCb a ‘surface reflection’ term was
ch calculated the Fresnel reflection from a
;e al the snow surfuce. However. the perfor
two CC models were not compared wath each
of these papers, so the effect of the hypotheti-
rer is not clear.

~Warren Model

2s in modeling made by WWI1 were to use Mie
sry. which made the single-scattening calcula-
at all wavelengths and for ali grain sizes. and
ta-Eddington approximanion [Joseph et al..
lle the anisotropic phase function. which al-
wiel to calculate albedo for any solar zenith
an arbitrary mix of diffuse and direct radiation.
measurements of visible spectral albedo by
Mavkut [1977) further inspired WWII to adapt
calculate the effect of absorptive impurities on

ack was modeled as ice spheres. and it is
V1 why the effects of nonsphericity should be
ion to the effects of grain size variation. The
3 absorption of light by single ice spheres is
Mie theory. Mie calculations, even using the
ns of Wiscombe [1980]. are extremely time
r the larger snow grain sizes. However, jor
ains (actually for any grains whose size param-
0. where v is the ratio of the circumference of
the wavelength of light), asymptotic formulae
:veloped [Nussenzveig and Wiscombe, 1980
ficiently accurate and much faster than the Mie

assumes that the particles behave as isolated
they are not sufficiently separated. then near-
/il be observed that are not predicted by Mic
examined this question in their section 7 and
it the near-field effects are probably negligible
he solar spectrum. They become important at
:ngths, and a criterion for estimating them is
ow in section ES.

scattering quantities (e, w. and g at a particu-
h are functions of the complex refractive index
‘ective snow grain radius r. (This is the area-
an radius. which is always larger than the
ted mean radius.) These single-scattering
:ome the input to a multiple-scattering model.
el for snow albedo is the delta-Eddington
wuse it can adequately handle the exireme
"scatteri=g by ice particles in snow, in which a
of the scattered light is only slightly deflected.
lington method is designed to be cfficient and
.alculating radiant fluxes.

can also be used to calculate snow infrarcd
described below in section M.

ngth dependence of snow alhedo is controlled

snow spectral albedo is highly sensitive 10 grain size and
moderately sensitive to solar zenith angle and. in the visible
wavelengths only, to trace amounts of absorptive impurities.
The principal resuits of the model are summarized in the
appropniate sections below.

4. Choudhurv-Chang Model

Choudhury  and Chang [1981] (hereafter CC81) and
Choudhury [1981] have now abandoned the two-stream
approach in favor of the delta-Eddington method. (Dozier et
al. [1581} have shown that although not obvious. equation
(28) of CC8I is indeed equivalent to equation (4) of WWI.
This is the special case of direct incidence on a semi-infinite
snowpack, where «,” is a function of only the three parame-
ters w, ¢, and u,.)

Instead of doing Mie calculations, CC81 used the Sagan-
Pollack approximation for w mentioned above and a param-
eterization for ¢ which they devised to mimic some pub-
lished results from Mie theory. However. these
approximations are quite good at mimicking the Mie results,
at least for the larger grain sizes. Thus the spectrai albedo
calculations of CC81 would be nearly identical to those of
WWI, except for the use by CC81 of a special “surfuce
reflection’ term. This feature of the CC81 mode! has been
criticized by Warren and Wiscombe [1981]. who think that
CC81's special accounting of surface reflection is unneces-
sary for ordinary snow in the solar spectrum. Warren and
Wiscombe's main points are as follows: (1) The nature of the
interaction of electromagnetic radiation with a snowpack
depends on the ratio d/A. where d is the interparticle (center
to center) separation: snow does exhibit a “surface” to radio
waves but not to sunlight. (2) Even if one does want to
include a surface reflection treatment for special situations
that would require it, it is formulated incorrectly by CC81.
(3) The reason for introducing surface reflection, namely, to
match wavelength-integrated albedo observations. is insuffi-
cient, because the model-measurement discrepancy could in
this case be due to errors in the atmospheric radiation model
instead of the snow albedo model.

There is also no need to invoke a special surface reflection
to explain the enhanced specular reflection peak at low sun
angle. The explanation for specular reflection in terms of
standard single-scattening and muitiple-scatiering theory s
included below in the section on zenith angle dependence
(section 1),

Although CC81's use of a surface reflection term tor a
homogencous snowpack of small. randomly onented grains
seems inappropriate. such a separate modehng of surface
reflection could indeed be required for a highly nonrandom
surface. in particular for the case of glazed crust. or “firn.
spieget’ [LaChapelle, 1969, Figures 59 and 60].

S, Neglected Effects

da.  Near-field eflects.  Because snow particles are close-
ly packed. they may be in cach other’s “near field.” meaning
that Mie scattering theory s inapplicable. The problem of
near-field interference was mentioned by BB. who cited
experiments by Blevin and Brown 1961} on the density
dependence of the albedo of pigments as evidence that near-

field effects would he unimportant for snow of p, ~ 045 g
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shell thickness or wavelength (for snow grain radius r = zoo,um)
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Fig. 4. Transition from region of vahdity of far-field approximation to near-field regime. The assumption is made
that single-scattering properiies of a sphere are influenced only by that part of the surrounding medium which is within
one wavelength distance of the surface of the sphere. A spherical shell of thickness A (surrourding the ice p. rticle of
radius i contains mostly the matrix material (air) if the shell is thin (A < r) but contains an increasing fraction of ice fro:
ather spheres as the shell expands. The ratio of the density in the shell to the density of the bulk medium (spheres plus
airh s plotted as a function of size parameter or shell thickness for five different regular arrangements of spheres: (1)
hexagonal close packing (p .. = 0.68 giem®), (2) simple cubic packing. spheres in contact (powe = 0.48), (3) simple
cubic packing. spheres not quite in contact, interparticle gap of 0.22r (p .. = 0.35)1(4) interparticle gap of 0.56r (p .. =

023 (5) interparticle gap of 1.33r (p e~ 0.10).

ity. WWI reviewed the possible near-field effects and
ted out that interparticle interference should be neglect-
r particles whose center-to-center separation d is large
mparison to the wavelength h. Since J > A in the solar
trum. no interference should be observed. and this is
irmed by Bohren and Beschra's [1979) observation that
ilbedo of a thick snowpack is independent of density.
microwaves, where d < X, interference effects will arise,
ing snow microwave emissivity a function of spow
ity. Both & and g are altered. It is possible to make a
h estimate of the effect using Gare's [1973] adjustment
fie theory to investigate this dependence on density.
~simply iltered m,, of the medium to be not that of air
ather a volume-weighted mean of m,, (airi and m,, tice).
‘medium’ should probably be taken to be a shell. one or
w wavelengths thick. surrounding the particle. The
sition from the far-field regime to the near-field regime
Id then be described qualitatively by Figure 4. Roughly
«d. snow is safely in the far-field regime for A < 1 um and
¢ near-ficld regime for » > | ¢cm, with a transition region
se location depends on snow density.
is possible that near-field effects could become impor-
for flux extinction (and for the albedo of thin snow) even
n they do not affect the albedo of deep snow. This is
use the albedo of deep snow depends on ¢ and @ but not
2exi. Whereas the asymptotic flux extinction coefficient
'nds on Q.,, as well. Whether the near-field approach of
v grains could in some wavelength region significantly
't Qext but not g Or @ is an open question.

Surface irregularity.  The model calculations of albe-
Il assume that the snow surface is flat. Surface irregular-
can reduce the albedo relative to that of a flat surface if

the height scale of the irregularities is comparable to or
larger than the length scale and if both scales are comparable
to or larger than the penetration derth of light (which
depends on u,). This means that surface roughness of =10-
cm amplitude (such as suncupsi is required to reduce visible
albedo but that much smaller irregularities can affect near-IR
albedo. The albedo is reduced relative to that of a flat surface
because some of the light reflected from a slope does not
escape to space but instead is intercepted by the slope facing
it. There is, of course. no enhancement of absorption if the
albedo of the flat surface is 0.0 or 1.0: the enhancement must
reach a maximum at some intermediate value of albedo.
Pteffer [1982] has developed a model for use in calculating
the enhanced absorption due to glacier crevassing. and his
model might be adapted to the study of smaller irregularities.

F. EFFECT OF SNow GRAIN SIZE ON ALBEDO

Figure | shows the calculated spectral albedo of snow for
diffuse incident radiation for three different grain sizes
expressed as spherical radii r. These radii were chosen for
comparison with Figure 3 of DB, but the smallest size is
probably unrealistic. To match reflectance measurements of
O'Brien and Munis [1975] for new <snow. WWI never needed
grain sizes smaller than r = S um. What the optically
equivalent sphere would be for a nonspherical snow particie
is discussed below.

The albedo is very high in the visible wavelengths, corre-
sponding to the minimum i m,,. and lower in the near
infrared. The albedo drops at all wavelengths as the grain
size increases. M is casy to understand why albedo should
decrease with increasing grain size. Roughly stated. a pho-
ton has a chance to be scattered (or a ray to be bent) when it
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crosses an air-ice interface. It has a chance of being ab-
sorbed only while it is passing through the ice. An increase in
grain size causes an increase in the path length that must be
traveled through the ice between scattering opportunities. (A
similar dependence of reflectance on sand grain size was
found by Leu [1977] for beach sand. which is in some wavs
analogous to snow.)

On the basis of matching the model results to observations
of O'Brien and Munis {1975] (see Figures 10 and 15 of WW1)
the optical grain size of the snow surface generally varies in
the range from 50 um for new snow to 1 mm for old melting
snow. This increase of grain size with increasing age is the
normal situation, but there can be curious exceptions. Lilje-
quist [1956] routinely observed the albedo at Maudheim (on
a small ice shelf at the coast of Antarctica) to be low after a
new snowfall and to rise after a windstorm. At the very cold
temperatures of Maudheim. snow metamorphism apparently
proceeds so slowly that grain size changes may be due to
other effects. Wind probably caused a reduction in grain size
by breaking the crystals and possibly also by gravitational
sorting. The latter sould cause the smallest particles to settle
out last, so they would end up at the surface, where they
would dominate the albedo.

1. The Optically Equivalent Sphere

How a field measurement of snow z=in size translates
into the radius of the optically equivalent sphere is a subject
of curreni research. O'Brien and Koh [1981] found that the
*equal projected area’ assumption gave an overestimate of
the radius of the equivalent sphere. Comparison of Grenfell
et al.’s [1981] albedo measurements with Figure 1 shows that
their report of grain radius as half the minimum dimension of
the snow grain is a factor of 2-5 smaller than the optical grain
size. The best conversion proccdure must lie between these
two extremes and is probably that suggested by Dobbins and
Jizmagian [1966] (and by WWI). Namely. the optically
equivalent sphere is that which has the same volume-to-
surface ratio V/S as the nonspheri - snow panicle. The
results of Polluck and Cuzzi [1980] also suggest this. (In the
case of a sphere. of course, all three definitions of grain size
converge.)

However, any attempt to treat a nonspherical particle as
an equivalent sphere involves a compromise, because the
sphere with the correct & may not have the correct g.
Furthermore, the sphere which gives the correct @ at one
wavelength may not do so at another wavelength. The
sphere with the same V/S is likely to be most appropriate at
wavelengths where absorption is small, «r << 1.

2. Grain Size Increasing with Depth

The albedos in Figure | are for a homogeneous snowpack.
that is, one whose average grain size does not vary with
depth. Grain size is observed to increase with depth in a
predictable manner in the Antarctic but can, of course, both
increase and decrease with depth at mid-altitudes. In order
to affect the shape of the spectral albedo curve the grain size
must change rapidly with depth; the most likely situation
where this effect would be noticed is for a very thin layer of
new snow on a thick layer of old snow. This effect has been
calculated by S. G. Warren and W, J. Wiscombe (unpub-
lished data, 1981). An increase of r with depth corresponding
to about one-third the rate of increase found in the top

centimeter at the south pole [Stephenson. 1967, Figure 8],
causes a greater decrease in visible albedo than in near-1R
albedo. This is due to the greater penetration depth of the
visible light, which thus ‘sees’ a larger average grain size.
For faster rates of radius increase with depth. however,
another effect takes over. The albedo drops more in the 1-
pm region than in the 0.4-um region. Reference to Figure |
explains this: the albedo is insensitive to grain size where
albedo is very high (0.4 um) or very fow (2.8 um) but highly
sensitive in the region of intermediate albedo (1 um).

3. Snow Density

There have been many reports of snow albedo decreasing
as density increases. Neither BB nor WWI nor CC obtained
a density dependence in their models. The observed depen-
dence of albedo on density might actually be a dependence
on grain size, since density normally increases as grain size
increases. Bohren and Beschta [1979) isolated the two
parameters, finding albedo unchanged when density was
artificially increased at presumably constant grain size.

Density enters Bergen's [1975] model as a parameter used
in computing the air permeability, which is used to compute
VIS, which in turn is used to compute the reflection coeffi-
cient in the DB model. We interpreted grain size above as
proportional to V/S. so it appears that Bergen's dependence
of albedo on density could actually be translated into a grain
size dependence, when grain size is defined as above.

G. EFFECT OF LiQUID WATER CONTENT

WWI cited both experimental and theoretical evidence
that the effect of liquid water on snow albedo is simply to
increase the effective grain size. because the refractive index
contrast between water and ice is very small. We wish only
to add a footnote to that statement here. O'Brien and Koh
[1981] have pointed out that the slight differences (a few
percent at some near-infrared wavelengths) in reflectance
noted between wet melting snow and the subsequently
refrozen snow (Figure 5) are in the right direction and of the
right magnitude to be attributed to the difference in spectral
m,, of water and ice. 1:ds is most obvious between 1.2- and
1.4-um wavelengta.

H. EFFETT OF IMPURITIES ON SNOW ALBEDO

WWII modeled an impure snowpack as a mixture of ice
particles and dust or soot particles. They showed that small
amounts of impurities affect snow albedo only in the spectral
region where absorption of light by ice is weakest, mainly in
the visible (A < 1 um). Reductions of visible albedo by a few
percent can be caused by ~10 parts per million by weight
(ppmw) of desert dust or ~0.1 ppmw of carbon soot. A given
amount of an absorptive impurity causes a greater reduction
in albedo for coarse-grained snow than for fine-grained
snow, as will be illustrated in Figure 7.

1. Soot

WWI and WWII showed that some published low values
of visible spectral albedo for apparently clean snow could be
explained by the model only if the measured snow sample
had contained a grey absorber such as soot. Discrepancies
between model and nbservation were obvious for the recent
careful spectral albedo measurements of Grenfell and Max-
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Fig. 5. Effect of liquid water on snow spectral reflectance. (Figure 6 of O Brien and Munis (1975].)

kut [1977) at Arctic ice island T-3 and Kuhn and Siogas
[1978] at the south pole.

Figure 6 shows that the model for pure snow may predict
albedos up to [5% higher than those which are actually
observed. Unrealistically large grain sizes could reduce the
calculated visible albedo but would destroy the agreement
with observation in the near IR. The two major effects which
are neglected in the model, namely, nonsphericity of snow
grains and near-field scattering, were judged (section 7 of
WWI) to be orders of magnitude too small to be responsible
for the discrepancy. Insufficient snow depth and error in
laboratory-measured ice absorption coefficient were also
ruled out as the explanation, leaving impurities as the
remaining hypothesis. In order to match the spectral shape
of albedo at T-3 (Figure 6) a grey absorber such as soot was
implicated, and desert dust was ruled out.

The soot in snow at T-3 may result from pollution, either
local or distant. There is soot in the Arctic air [Rosen et al.,
1981] which may come from industrial sources in Europe
[Rakn, 1981], but it is questionable whether the high soot
concentrations found necessary to explain snow albedo at T-
3 (~0.2 ppmw soot) are representative of the entire Arctic.
H. Rosen (personal communication, 1981) found soot
amounts in the range 0.01-0.06 ppmw in a preliminary
experiment on snow samples from Barrow, Alaska.

We can be fairly certain that any soot at the south pole
would be the result of local contamination from the perma-
nent camp. For representative visible spectral albedos for
the Antarctic, one should therefore use Liljequist’s {1956,
Figure 45) high values, which agree with the pure-snow
model, rather than Kuhn and Siogas’ low values. For A > 1
pm, soot has no effect (Figure | of WWII), and Kuhn and
Siogas' measurements for these wavelengths should be
representative of Antarctic snow. They correspond to an

average grain radius of 100 um, which agrees fairly well with
Stephenson’s [1967, Figure 8] grain size measurements at
Southice.

Grenfell et al. {1981] have recently made simultaneous
measurements of spectral albedo. grain size, and soot for a
snowpack in the Cascade Mountains. We can compare these
results with the model of WWII. The measured grain size in
this case is much smaller than the effective optical grain size.
as mentioned above., so we ignore the grain size data and
instead determine the optical grain size from the albedo
measurements at A > | um, where soot has no effect on
albedo. It then appears that in order to explain the visible
albedos the WWII model would need 2-5 times as much soot
as was actually found in the snow. A factor of 2 difference
can be explained by reconciling the definitions of soot
amount. (The effect of a given weight fraction of soot on
snow albedo depends on the assumed values of absorption
coefficient and density for soot. Grenfell et al. used an
operational definition of soot concentration which assumes a
mass absorption coefficient of 8 m? g~' at A = 0.55 um. In
fact, all of the graphs in WWII for soot-containing snow are
labeled vvith soot amounts that are probably a factor of 2 too
large. This was due to an overestimate of soot density. which
was pointed out in footnote 3 of WWII (see also Roessler
and Faxvog [1979]). Figure 6 of this review is taken from
WWII but with the soot amounts now altered to the more
likely values.) The remaining discrepancy may be due to five
causes.

1. The new accurate laboratory measurements of m,,, by
Grenfell and Perovich [1981] differ somewhat from the
values of Sauberer [1950] used by WWI and WWIIL. Their
use causes no difference in the maximum albedo value
(although its position is at 0.46 um rather than 0.40 .:m) but
causes a rise of ~0.01 in albedo at 0.9 um.
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2. Agreement between measurement and calculation can
be further improved by speculating that grain size increases
with depth (which was observed in one case).

3. Soot which is reported as an average concentration in
the snow may actually be concentrated at the surface (which
was also observed in one case) where it has more effect on
albedo.

4. The measurement of soot concentration may have
been in error. Grenfell et al. estimated an uncertainty of a
factor of 2-3 in soot concentration.

5. There may be an incorrect assumption in the model-
ing. The calculations assumed that both soot particles and
ice particles were surrounded by air. The possible location of
soot particles inside the ice grains might enhance their
absorption of light. However, it has not been demonstrated
that a significant fraction of the soot could be inside the ice
grains. Soot could be located inside a snow particle if it were
attached to a dust particle which served as an ice nucleus.
But it seems unlikely that soot collected by scavenging or
dry fallout would end up inside ice grains.

2. Volcanic Ash

Volcanic ash currently seems to affect snow albedo only
locally, but at times in the past it has probably reduced the
albedo of the entire Antarctic contingnt (Gow and William-
son [1971], reviewed by WWII).

The most common magma is basalt, and the most common
volcanic ash is andesite (R. Cadle, personal communication,
1980). Both of these rocks have very similar optical proper-
ties for short waves: m;, =~ 1 x 1073, constant across the
visible spectrum [Pollack et al., 1973]. Thus their effect on
snow albedo is qualitatively similar to that of soot, that is,
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Fig. 6. Comparison of calculated snow albedo with observations
at visible wavelengths. Solid lines are measurements of Grenfell and
Maykut [1977, Figure 1] made in summer 1974 at ice island T-3 in the
Arctic Ocean. In order of decreasing albedo they are (1) dry, cold
snow, wind packed, deep drift, p = 0.4 g/cm®, (2) 5-cm wet new
snow over multiyear white ice, and (3) old melting snow, 28 cm
thick. Circles are calculated alhedo of semi-infinite pure snow for
diffuse illumination, with grain radii to match observations at A = 0.9
um. In order of decreasing albedo they are (1) r = 110 um, (2) r =
300 um, and (3) r = 1300 pm. Plus signs are for snow comaining the
specified concentrations of soot, using for the imaginary index of
refraction m,, (soot) = 0.5 independent of wavelength; m,, = 1.8.
(Taken from Figure 65 of WWII but with soot amounts corrected
according to footnote 3 of WWII).

o

8o
(]
84 i re0Oum 1
w
; 2t oen m,. (Patterson, 1981)
r (Hobbs et al, 1981}
z I
% 0 1 1 L " i
w 'c pure snow
7] (b)
o
Z 8 i
w
=] e 100 oo
z %o
= " " [+1}
—‘i 4 scanic 8 i
ué‘ ico  r=l000Lm
B2 ash |Mim (Potterson, 1981) ]
r (Hobbn ot al, (981) 1
c 1 L L
3 5 7 9 H 13 15

WAVELENGTH (1m)

Fig. 7. Effect of Mount St. Helens ash on snow albedo for
diffuse incidence: (a) snow grain size r = 100 um: (b) r = 1000 um.
Ash parameters are described in the text.

giving no color to the snow; but in order to mimic a given
concentration of soot, the andesite concentration must be
200 times higher. .

For this review article we have done a special calculation
of the effect on snow albedo of Mount St. Helens ash (Figure
7), using the model of WWII, for diffuse incident radiation.
The ash particle size distribution is taken to be that mea-
sured from aircraft at 3200-m elevation, 130 km downwind of
the volcano on May 19, 1980 [Hobbs et al., 1981, Figure 2c].
This size distribution has about the same effect on snow
albedo as does a uniform size of r = § um. The real refractive
index is taken as that of andesite (m,, = 1.47) from Pollack et
al. [1973]. The imaginary index m;, (A\) was measured by
Patterson [1981] for 0.3 = A = 0.7 um. We tuke the values he
gives for the ash which fell at Bozeman, Montana, and then
interpolate from his value at 0.7 um to the value for andesite
at 1.2 um. For A > 1.2 um we use the andesite values
reparted by Pollack et al. In the visible wavelengths the
Mount St. Helens ash is measured to be more absorptive
(Mim = 4 X 107%) than was the andesite sample of Pollack et
al. (m;, = 1 x 107%) and also to be slightly reddish colored
rather than perfectly grey.

The snow albedo in Figure 7 is reduced for A < 1 um by
addition of ash. At longer wavelengths the albedo is unaf-
fected unless the ash content exceeds 0.1%, in which case
the albedo is increased for A > 1.15 um.

The eruption of Mount St. Helens has provided an oppor-
tunity to study the effects of volcanic ash on snowmelt. A
curious puzzle reported by R. Armstrong (personal commu-
nication, 1980) is that although the melting rate on Mount
Olympus in summer 1980 was enhanced by the Mount St.
Helens ash, the formation of suncups [Post and LaChapelle.
1971, pp. 71-73] was dramatically inhibited. The solution to
this puzzle may lead to further insight into the nature of the
snowmelt process.

ie




78 WARREN: OPTICAL PROPERTIES OF SNOW

Relative units
L YT Y7 TTIY

~v

T Treery
.

T

G e M B e pae
Oepth (cm)

Fig. 8. Measurements of the downward flux of solar radiation in
the snow at Plateau Station. Antarctica. The horizontal axis is
geometric depth, not liquid-equivalent depth. (Figure 1 of Schwerd:-
feger and Weller [1977].)

I. TRANSMISSION OF LIGHT THROUGH SNOW
1. Spectrally Integrated Flux Extinction

Figure 8, taken from Schwerdifeger and Weller 11977)
shows the extinction of all-wave solar radiation flux in clean,
dry snow (p, = 0.3 g cm™?) of the Antarctic Plateau. The
extinction is due to both scattering and absorption. 1t does
not follow an exponential decay in the top 40 cm or so
because the spectral composition of the downflux changes
rapidly in this region. Only the visible radiation penetrates
deeply. At a depth of 100 cm (30 cm liquid equivalent), 1% of
the incident downflux remains unextinguished. This 1% is
probably entirely blue light, concentrated in a narrow wave-
length band about A = 0.46 um, where «; reaches its
minimum.

The absorption of solar radiation is greatest near the
surface and is due almost entirely to near-IR radiation
{Wiscombe and Warren, 1980b, Figure 3} because most of
the visible light eventually reemerges after multiple scatter-
ings. Choudhury (1981, Figure 14] has calculated the solar
flux divergence and the associated heating rates in the snow
using an atmospheric radiation model coupled to his snow
albedo model. He finds the heating rate at the surface to be
about 20 times that at 5-mm depth for r = 300 um but
dependent on grain size. The factor is larger for smaller
grains because radiation is attenuated more rapidly in fine-
grained snow,

These calculated solar heating rates will. of course, be
compensated by infrared cooling rates. The «, for thermal IR
radiation is much larger than that for near-IR radiation, so
the cooling is more concentrated at the surface than is the
heating. This leads to the observation of temperature maxi-
ma at some depth below the surface in polar snowfields
during the sunlit seasons. The temperature maximum at
Pionerskaya (Antarctica) in December was located 8 cm
below the surface [Schlatter, 1972, Figure 2]. Similar results

are found in Greenland (W. Bow, personal communication,
1981). The depth of maximum net heating rate should vary
with solar zenith angle, approaching the surface as 6, — 90°.

2. Spectral Flux Extinction

For the testing of theoretical models, monochromatic flux
extinction measurements are more useful than the spectrally
integrated measurements of Figure 8 because of the changing
spectral composition with depth and the uncertain spectral
composition of the incident sunlight.

Flux extinction measurements are more difficult to do
accurately than are albedo measurements for diffuse inci-
dence. (Albedo measurements under clear sky are also
subject to error, as is explained in section J below.) The
presence of the radiometer in the snowpack disturbs the
radiation field more than it does above the snowpack: this
disturbance was analyzed by Giddings and LaChapelle
[1961]. A second difficulty which is more severe for extinc-
tion measurements than for albedo is ‘leakage,’ the detection
of unwanted light from the wings of the filter function (T. C.
Grenfell, personal communication, 1979). Leakage is least
important at the wavelength of smallest absorption, A = 0.47
um. For example, one may nominally be measuring radia-
tion flux at A\, because the filter function is centered at A,
but some small fraction of the light at A, in the wing of the
filter function also enters the detector. Unfortunately, the
downflux at A» deep in the snowpack may be orders of
magnitude larger than that at A, so that most of the light one
reports at A, was actually light of the wrong wavelength.
This is a problem for extinction measurements but not for
albedo measurements: for example, whereas the ratio of biue
albedo (A = 0.46 um) to red albedo (A = 0.7 um) may be
close to 1.0 (see Figure 1), the ratio of blue downflux to red
downflux (for r = (10 um in Figure 9¢) may be ~60 at a
depth of 10 cm (liquid equivalent) and ~4000 at 20 ¢m.

Figure 9 compares measurements with calculations of «,
(N). Liljequist [1956) used four filters to study the visible
spectrum in Antarctic snow whose grain size he measured as
r = 150 pum. Kuhn and Siogas' [1978] (hereafter KS)
measurements in south polar snow probably had good spec-
tral resolution throughout the range. whereas Grenfell and
Maykut's [1977] (hereafter GM) spectral resolution became
poorer with increasing wavelength. Deconvolution was used
for the longer wavelengths in an attempt to improve the
resolution (T. C. Grenfell. personal communication. 1981).
The data of GM in Figure 9 are probably reliable for A < 0.6
pm.
Albedo had also been measured for these snow samples,
and grain size was obtained by WWI1 and WWI11 by matching
the calculated and observed albedo at A = 0.9 um. where
impurities have negligible effect on albedo. (This was done
for the albedos of KS and GM: Liljequist's albedos indicate
that the snow at Maudheim was uncontaminated.) The grain
sizes thus obtained (Figure 6) were r = 1300 um for GM"s old
melting snow and r = 110 um for both GM's ‘dry compact
snow’ and KS's south polar snow (r = 110 um also tolerably
matches Liljequist’s albedos).

The model parameters necessary to explain the albedo
agreed with the parameters necessary to explain x, only for
Liljequist's measurements. (However. his measurements are
unreliable for A = 0.6 um because of leakage as described
above.) The presence of 0.5 ppmw of soot was found
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necessary by WWII (after taking into account footnotes 3
and 4 of WWII) to explain the KS albedo measurements, yet
Figure 9a shows that KS's flux extinction measurements are
characteristic of pure snow, as can also be seen in Figure 11
of Choudhury [1981].

The calculations (circles and plus signs) in Figure 9
correspond to the circles and plus signs in Figure 6; the plus
signs give «, for the soot amount necessary to explain the
albedos of GM. Considering only A < 0.6 um for reasons
mentioned above, the measured «, falls between the pure-
snow «, and the sooty-snow ;. This might be explained if
the soot concentration at the surface at T-3 had been higher
than its subsurface concentration. This is possible if the soot
was the result of combustion of heating fuel, because the
nearby building had been unoccupied until shortly before the
measurements were made (T. C. Grenfeli, personal commu-
nication, 1981). However, this argument probably cannot
explain the data of Kuhn and Siogas; it is difficult to see how
soot could be concentrated at the surface | km from the
South Pole Station, rather than uniformly distributed.
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Fig. 9. Asymptotic flux extinction coefficient for snow as a
function of wavelength in the visible spectrum. Solid lines are
measurements of Grenfell and Maykut {1977, Figure 3]. Squares are
Antarctic measurements of Liljequist {1956] for snow of measured
grain size r = 150 um. Bandwidths of Liljequist’s filters are obtained
from his Figure 48 and plotted here as the positions of half-maximum
transmittance. Triangles are measurements of Kuhn and Siogas
{1978] at South Pole Station. (A}l depth values have been converted
here from snow depth to liquid-equivalent depth.) Circles are
calculations using WWI model, with grain radii chosen to match
albedo at A = 0.9 um for snowpacks shown in Figure 1 of Grenfell
and Maykut [1977). These are the same model snowpacks described
by the top and bottom lines of the circles in Figure 6 of this paper.
Plus signs are model calculations for snowpacks corresponding to
the top and bottom lines of the plus signs in Figure 6.
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Fig. 10. Direct-beam albedo of a semi-infinite snowpack versus
wavelength for several values of direct-beam zenith angle 6 = cos ™!
Mo- (Figure 11a of WWI. Reprinted by permission of the American
Meteorological Society.)

These discrepancies indicate the need for more spectrally
detailed measurements of both x,(A\) and a4)) on the same
snowpack. As Choudhury [1981] emphasized, a good theo-
retical model must explain both albedo and extinction mea-
surements. With the currently available data we place more
emphasis on explaining the albedo measurements than on
explaining the x, measurements, because the latter are more
susceptible to experimental error.

J. DEPENDENCE OF SNOW ALBEDO ON SUN ANGLE
t. Specrral Snow Albedo

As is true for most surfaces, the albedo of snow increases
as the sun nears the horizon. Figure 1ia of WWI is repro-
duced here as Figure 10, showing model-calculated albedo
for four zenith angles. The albedo is predicted to be sensitive
to zenith angle in the near IR but not in the visible, in
qualitative agreement with measurements of Bryazgin and
Koptev {1969]. However, addition of trace amounts of
impurities to the snow would allow a zenith angle depen-
dence in the visible as well. (These calculations are for the
extreme case of 100% direct-beam radiation. Even under
clear sky the diffuse sky radiation would make the observed
zenith angle dependence weaker than that shown in Figure
10.)

The reason that the albedo is higher for low sun is that a
photon on average undergoes its first scattering event closer
to the surface if it entered the snow at a grazing angle. If the
scattering event sends it in an upward direction. its chance of
escaping the snowpack without being absorbed is greater
than it would be if it were scattered from deeper in the pack.
This would be observed even if the ice particles scattered
light equally in all directions. But the phenomenon is greatly
enhanced by the extreme asymmetry of the scattering,
whereby scattering within a few degrees of the forward
direction is much more probable than scattering to other
angles.

In all radiative transfer problems for a plane-parallel slab,
as the direction of incidence goes toward grazing, the albedo
becomes increasingly dominated by single scattering. As the
sun goes down, the shoulder of the forward peak of the
single scattering phase function begins to emerge more and
more from the snowpack (Figure 11), whereas when the sun
was higher it was buried because of its 5°-10° width. Natural-
ly, it is the grains at the surface that are doing most of the
scattering in this case. Figure 11 is purely schematic, be-
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Fig. 11. Polar diagram of the scattering phase function of a snow
particle at the surface of the snowpack for three solar zenith angles.
This shows the probability that a scattered photon will go into any
particular direction. For display purposes this phase function was
calculated for an unrealistically small snow grain size (r = 10 um, A
= § um). The asymmetry of the phase function becomes much more
extreme as r increases or A decreases.

cause it was calculated for spherical ice particles. For
hexagonal columns or plates the 22° halo may contain as
much energy as the forward peak [Wendling et al.. 1979,
Figure 5], and this halo begins to emerge from the snowpack
already at 6, = 65°.

With very low sun we approach a pure single-scattering
situation, so that the bidirectional reflectance becomes just
the single-scattering phase function.

At the same time the assumption of sphericity of snow
grains breaks down. The effects of angular details are
smeared out with multiple scattering, so that the grains can
be treated as spheres. But the angular effects become
dominant as 6, — 90°.

Besides the breakdown of the sphericity assumptions as 6
— 90°, the delta-Eddington approximation also becomes
poor, for reasons which are given by Wiscombe [1977]. The
disagreement between model and observation as 6, — 90° is
attributed (below) to this breakdown of delta-Eddington
approximation.

All of this can be discussed in terms of standard single-
scattering and multiple-scattering theory. There is no need to
invoke a separate ‘surface reflection.” Specular reflection is
an acceptable natural part of the single-scattering pattern of
hexagonal plates and prisms and other ice crystal forms.
Hence if one would use a fully correct single-scattering
phase function instead of the spherical Mie phase function,
and an exact radiative transfer method for multiple scatter-
ing, one could properly model the albedo as 6, — 90°.

There are no nomochromatic measurements against which
to test the model. This is unfortunate, because the discrepan-
cies in spectrally integrated albedo between model and
observation described below might be pinned down if mea-
surements would be made at discrete wavelengths.

2. Spectrally Integrated Snow Albedo a (ug)

This is a controversial subject at present. The reasons for
the confusion are (1) modeling error, (2) instrument error, (3)
inadequate observation of snow grain size, impurity content,
and surface roughness, all of which should affect the slope of
d (o), and (4) inadequate knowledge of the spectral distribu-
tion of the incident radiation.

A number cf clear-sky measurements of spectrally inte-
grated snow albedo as a function of the cosine uq of the solar
zenith angle & are plotted in Figure 12, along with model
results. (The only reason for plotting the data on the two

separate frames (Figures 12a and 12b) is to avoid clutter.)
Considering first Figure 12a, we note that the model calcula-
tions of Wiscombe and Warren [1980b] (for the atmospheric
conditions of the Antarctic Plateau and r = 100 zm) show a
much weaker dependence of d on pg than do the observa-
tions by Hubley [1955) on the Juneau Icefield, Korff et al.
[1974] in Colorado, and Rusin [1961] in Antarctica. (Note
that the model does not account for the sphericity of the
atmosphere, which probably makes it unreliable for pg < 0.1
or sQ.)

The responses of all commercial radiometers deviate from
a proper ‘cosine law’ [Liljequist, 1956, Dirmhirn and Eaton,
1975]. They are usually less sensitive at large incident zenith
angles. If not corrected for, this causes albedos at low sun to
be overestimated. This is because the reflected radiation is
more diffuse than the incident radiation. The steep depen-
dence of d on pg reported by Rusin and by Hubley might be
explained as this type of error. But the measurements of
Korff et al. must be considered reliable because they cali-
brated their instrument and applied a correction at large
zenith angles.

Hubley's results show an interesting hysteresis, with
higher albedo in the morning than afternoon at the same
zenith angle. Hubley speculated that this might be attributed
to specular reflection from firnspiegel in the morning before
the melting began.

In Figure 12b are plotted several Antarctic measurements
and calculations. Carroll and Fitch's [1981] (hereafter CF)
measurements extended to larger zenith angles than anyone
else has reported and show a much steeper dependence of d
on pe than Liljequist [1956] found. Liljequist’s instruments
had been extensively calibrated for the dependence of their
response on both the zenith and the azimuth solar angles
[Liljequist, 1956, pp. 45-55]. CF did not report such calibra-
tions for their instrument, so it is possible that their dramatic
disagreement with Liljequist is at least partly caused by an
experimental bias in CF's measurements.

CF's measurements were complicated by surface irregu-
larity. The faces of oriented sastrugi present different angies
to the sun as it moves around the horizon. Accordingly, CF
noted a diurnal cycle of albedo. as had Kuhn and Siogas
[1978], with higher values when the sun was oriented parallel
to the sastrugi, so that the effective zenith angle was larger.
The measurements of CF plotted in Figure 12b are the
averages of four solar azimuths 6 hours apart. A repre-
sentative error bar is drawn on one of the points.

There are actually several effects of surface roughness on
albedo. In a field of randomly oriented surface roughness
features (or in the daily average at the south pole) when the
sun is low, the effective zenith angle is always smaller for a
rough surface than for a flat surface (section S¢ of WWI).
This means that CF's observed dependence of @ on uo would
be even steeper if uy were taken as the effective value
instead of the flat surface value, and their results would
deviate even more dramatically from the results of other
experimenters plotted in Figure 12.

However, this is further complicated by the fact that the
effective zenith angle is a function of wavelength. In order
for surface roughness to moderate the zenith angle effect its
typical length and depth must not be much smaller than the
average penetration depth of light into snow. Surface irregu-
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Fig. 12. Spectrally integrated clear-sky snow albedo as a function of u, according to various investigators. The
result of the Wiscombe and Warren [1980b] Antarctic model is plotted in both frames for reference. The lower two plots

in Figure 12b are for Antarctic planetary albedo.

larities on smaller scales are less important bccause a
significant amount of radiation penetrates right through a
peak and emerges on the other side. Thus whereas surface
roughness of millimeter scale affects the reflection of visible
light by soil particles, it does not affect the reflection of
visible light by snow.

Besides altering the effective zenith angle, surface rough-
ness will also decrease the albedo further by trapping some
radiation in the troughs, as described in section E5b.

In addition to these systematic effects there is a sampling
error which arises in albedo measurements of a rough
surfacc. One should ideally make measurements from high
towers {Langleben, 1968] so as to get a representative view
of the surface. Close to the ground the field of view may
contain only one or a few sastrugi and will thus contain more
or less than its fair share of shadow, depending on solar
azimuth.

The delta-Eddington snow albedo model of WWI was
coupled to the atmospheric radiation mode! of Wiscombe for
cloud-free January conditions of the Antarctic Plateau |Wis-
combe and Warren, 1980b]. The zenith angle dependences of
both surface albedo and planetary albedo are shown in
Figure 12b. The model adequately explains the d(uy) ob-
served by Liljequist [1956) but clearly fails to reproduce that
of CF. (The reduction of December-January albedo at large
zenith angles which shows up in Liljequist’s daily averages
was only observed in the afternoon and was attributed by
Liljequist to metamorphism rather than to zenith angle. This
is a possible complicating factor in all of these -tudies.)

Choudhury and Chang [1981] added *surface reflection’ to
their model, as described in section E4 above, in order better
to match the November measurements of Liljequist. But in
order to get even this slight steepening of the d(u,) shown in
Figure 12bh they had to use what scems an unreasonably
small slope variance §* = 0.0l, which would be more
appropriate for a glazed crust than for the dry snow grains of
Antarctica. The point we wish to emphasize here is that the
addition of even this extreme amount of surface reflection is

dramatically inadequate to bring the delta-Eddington model
in line with CF’s observations. If these observations must be
matched instead of those of Liljequist, a problem with the
delta-Eddington model is indicated that cannot be corrected
by adding an ad hoc surface reflection.

Delta-Eddington is known to underestimate the albedo of
a plane-parallel layer at large zenith angles. It agrees very
well with the exact doubling calculations [see Joseph er al..
1976, Figure 3] for uo = 0.4 (6, < 66°), but albedo errors of
up to 10% can occur at gy = 0.1 (6 = 84°) for particular
values of g and &. In order to quantify the errors of the delta-
Eddington method for snow at low sun. it will be necessary
to do some albedo calculations which give a more exact
account of the radiative transfer process.

3. Spectrally Integrated Planetary Albedo

Model calculations of spectrally integrated planetary albe-
do over the Antarctic Plateau plotted in the lower part of
Figure 12h show planetary albedo to increase slightly from
Mg = 0.6 10 pg = 0.3 because of the u, dependence of surface
albedo. But when the sun goes even lower, a second effect
comes into play to reduce the albedo. This is the increased
H:0 and O; absorption in the atmosphere due to the longer
slant path of the sunlight.

The zenith angle dependence of planetary albedo of the
snow-atmosphere system is being measured by Stowe ef al.
[1980. personal communication, 1980] using the scanning
radiometer of the Nimbus 7 satellite. For that work all snow-
covered scenes at the same zenith angle are considered
equivalent, regardles of geographic location. However. for
the 1| month of data available so far (November 1978), ncarly
all of the scenes were over Antarctica. These observations of
Stowe et al. plotted as the histogram in Figure 12b show a
steeper decrease in albedo as ug decreases. It is probably
premature to comment on the differences between Stowe's
observations and the model predictions. since many factors
remain to be considered. but it is noteworthy that both
model and observation agree on a range of about 70-73%7 for




82 WARREN: OPTICAL PROPERTIES OF SNOW

oo ’ {
w

002

Gobs ~ Bealc

]
-004r *I
-006f ]
-008F
-0l L L i L.k 1 it J
55 200 250 300 350 400 450 500 580 600
INCIDENT IRRADIANCE {W/m?)

Fig. 13. Effect of cloud cover on spectrally integrated snow
albedo. The difference between observed and calculated spectrally
integrated albedos is plotted versus incident irradiance (which is
here approximately proportional to atmospheric transmissivity,
because the measurements were all made between 1100 and 1400)
for snow in the Cascade Mountains. ‘Calculated’ albedos were
calculated by Grenfell et al. |1981) using observed spectral albedos
with a fixed incident spectral distribution characteristic of an
intermediate cloud thickness. The straight line is a least squares fit
to the data points. (Figure S of Grenfell et al. |1981). Reprinted by
permission of Elsevier.)

o = 0.2, Of all the surface types examined by Stowe et al.,
snow was the only one in which the atmospheric path length
effect was able to dominate over the surface albedo effect. In
order to be consistent with these planetary albedos, the uq
dependence of the snow surface albedo would have to be
even smaller than the modest dependence given by the deita-
Eddington model.

In summary, (1) the delta-Eddington method underes-
timates albedo at low sun (the magnitude of this underesti-
mate could be determined by doing a more exact calcula-
tion), and (2) the Antarctic planetary albedo measurements
of Stowe et al. and the Antarctic surface albedo measure-
ments of Carroll and Fitch are mutually inconsistent.

Our detailed discussion here of extreme zenith angles (6,
— 90°) is important for focusing on discrepancies between
model and observation, but it has very limited relevance for
the snow energy budget. Even at the north and south poles.
only 3% of the annual irradiance is received at uy < 0.1 (6 >
84.3°), and only 13% at uy < 0.2 (6 > 78.5°. At other
latitudes these percentages are even smaller.

K. EFrFects oF CLouDb COVER ON SNOW ALBEDO
1. Monochromatic Albedo

The only effect of cloud cover on monochromatic albedo is
to diffuse the radiation, changing the effective zenith angle.
The effective zenith angle for purely diffuse radiation is
about 50°. Thus as shown in Figure 12 of WWI, the interposi-
tion of a cloud layer between sun and snow causes spectral
snow albedo 1o increase for 6, < 50° and to decrease for 6, >
50°, the latter being the normal situation over snow-covered
surfaces.

2. Spectrally Integrated Albedo

Cloud cover is normally observed to cause an increase in
spectrally integrated snow albedo. This is because clouds
absorb the same near-infrared radiation that snow would
absorb, leaving the shorter wavelengths (for which snow
albedo is higher (cf. Figure 1)) to penetrate to the surface.

This was pointed out by Liljequist [1956, p. 88]. Grenfell and
Maykut (1977, p. 457], and WW] (section Sd). This ‘spectral
shift’ effect (named by CF) dominates the contrary ‘zenith
angle alteration’ effect discussed above but is moderated by
it, as seen in Table 173 of Rusin [1961].

An example of the spectral shift effect is shown in Figure
13, which is taken from Grenfell et al. [1981). The difference
dobs — dey. 18 plotted, where g, was based on the spectral
albedo measurements and was calculated by Grenfell et al.
assuming a fixed spectral distribution of incident radiation
characteristic of an intermediate cloud thickness. Under a
thick overcast the albedo is found to be 1-9% higher than it
would have been under an intermediate cloud condition.

An interesting exception to the general rule that snow
albedo is higher under cloud cover has been reported by CF
to occur at very low sun and can be directly traced to the
much stecper dependence of d on u, that they found at these
sun angles (Figure 12h). At the low solar elevations encoun-
terd by CF at the south pole, the change in effective zenith
angle caused by clouds is apparently more than able to
compensate for the spectral shift effect.

L. BIDIRECTIONAL REFLECTANCE OF SNOW
1. Complete Description (for Satellite
Measurements)

The radiation reflected by a snow surface is not distributed
uniformly into all angles. If it were, then the principle of
reciprocity [Siegel and Howell, 1972} would indicate that
snow albedo was independent of 8. The pattern of reflection
is described by the anisotropic reflectance function f. which
depends on the source zenith angle 6, detector nadir angie
&, and the relative azimuth ¢’ — dy. The bidirectional
reflectance R is the product of the albedo and f. as given by
equation (1). If the surface conditions depend on azimuth, as
is the case for the oriented sastrugi at the south pole, fis
actually a function of the two individual azimuth angles d,
and ¢' rather than merely of their difference. but this
complication is usually ignored: f may also depend on snow
grain size and snow depth.

Satellite detectors with narrow fields of view measure R at
only one or a few angles. In order to obtain the planetary
albedo from individual satellite measurements it is thus

necessary to have prior knowledge of f. Measurements of f

have been made at the surface by Middleton and Mungall
[1952] and Dirmhirn and Eaton [1975], from low-flying
aircraft by Griggs and Marggraf11967) and Salomonson and
Marlarr [1968b] (with more details by Salomonson and
Marlatr [1968a]). and from satellite by Stowe et al. [1980,
personal commuanication, 1980].

Because the single-scattering phase function varies with
wavelength. fcould additionally be a function of wavelength.
However, Griggs and Marggraf [1967] have found f to be
independent of A, at least for 0.44 = X\ = 0.96 um. If this
holds also at longer wavelengths (which seems unlikely), it
means that f can be obtained from spectrally integrated
measurements.

Figure 14 shows the results of the two most comprehen-
sive sets of measurements. (The other reports cited above
included measurements at only a few angles.) Dirmhirn and
Eaton [1975] measured f for a melting snowpack five times
(i.c., at five sun angles) on a single afternoon in Utah. (They
reported that snow appeared glazed at sunrise and sunset,
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Fig. 14. Anisotropic reflectance functions for snow at the surface |from Dirmhirn and Eaton. 1975, Figure 3] and at
the top of the atmosphere (replotted from data of Stowe er al. {1980, personal communication. 1980)).

but since it was melting in the afternoon when measurements
were taken, we doubt that glazing affected the measure-
ments.) A separate diagram is given for each solar zenith
angle 6; at each 6, f was measured at eight azimuths ¢ —
dy for four nadir angles ¢': 0°, 30°, 60°, and 90°. In each
diagram, fis proportional to the distance from the center of
the inner circle to the appropriate point on the curves, but
for use it must be normalized for each diagram so that

1
= J J Rpo, ' &' = o) p' dp' dé' =1 4
T hemisphere

The solar beam is taken to be incident from below. There is
enhanced reflectance in the forward direction. and the
anisotropy increases as uq decreases (i.e., as the sun goes
down).

Stowe et al. [1980) have taken scanner data fro:. the
Nimbus 7 satellite and grouped them into bins of (6y. 8 . ¢' —
dy). Since the satellite did not examine a single target at all
angles, the measurzments from all snow surfaces on earth
were treated together and assumed to have the same f.
However, at the time of this pilot experiment (November
1978) most of the earth’s sunlit snow area was actually in the
Antarctic, so the results of Stowe et al. (top of Figure 14) are
really representative of a snow surface uncontaminated by
vegetation. They show less anisotropy than do the measure-
ments at the surface. This difference may partly be due to the
diffusing effect of the intervening atmosphere, but there may
also be an actual difference in f between the two snow types
(dry, clean, fine-grained Anta.ctic snow versus old, melting,
somewhat glazed mid-latitude snow). These results were
from only a small sample of the satellite data and will be
augmented in the future.

The bidirectional reflectance of snow has not been mod-
eled since the work of Barkstrom and Querteld [1975]
reviewed in section E2 above. The doubling [Hansen, 1969]
or discrete ordinates [Stamnes and Swanson, 1981] radiative

transfer solutions would be useful in this connection, al-
though surface roughness may be as important as doing the
plane-parallel radiative transfer correctly, because of its two
effects discussed above: altering the effective zenith angle by
putting some of the snow in shadow and trapping light by
multiple reflections among troughs and peaks.

2. Azimuthally Averaged Bidirectional
Reflectance (for Flux Calculations)

For radiation budget calculations which produce only
fluxes and not intensities, the full BRDF is not needed. One
only requires the albedo and the azimuthally averaged
anisotropic reflectancce factor f

_ 1 In
Ao, 8) = — j A6, 8.6 — du) do
< Jo

S. G. Warren and W. J. Wiscombe (unpublished data. 1980)
derived a parameterization for f from observations of snow
reflectance. They then used it to apportion the model-
calculated snow albedo among the reflection nadir angles ¢'.

In Figure 1§ are plotted values of f they obtained from
azimuthal averaging of measurements of f from four reports.
Each set of connected points corresponds to a particular
zenith angle &, A straight line was fit to each of these 10
plots:

F=14by -1 15

(The data in Figure 15 have been normalized so that the least
squares lines all pass through the point (1, 1).)

The slopes b of these lines are plotted versus the solar
zeniti cosine uo in Figure 16. They show approximately a
linear dependence on ug. so the resulting parameterization
for fis

o ) = (33 = B + by’ — D] (6)
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Fig. 15. Azimuthally averaged anisotropic reflectance function f
of snow as a function of nadir angle cosine u’, scaled so that f(1) =
1.0 for the least squares linear fit of each data set. The data points
were obtained by azimuthally averaging charts published in four
reports, as follows: Salomonson and Marlatt 11968a, b]: Measure-
ments of f for snow (depth unspecified) in Utah and Wyoming from
aircraft 120 m above the surface, wavelength channel 0.55-0.85 um.
Results were very similar for the 2- to 4-um channel. Middleton and
Mungall [1952): Measurements at the surface using artificial incan-
descent lighting. Plotted here are results derived from their Figure
3a for wind-packed snow. The anisotropy exhibited by this snow
sample was greater than for new snow fallen in calm. Observations
were made only in the plane of incidence. so there are insufficient
observations to do an azimuthal average for aay zemith angles
except 8, = 0°, which is the case plotted here. Dirmhirn and Eaton
[1975]: Measurements made at the surface under natural sunlight,
April afternoon in Utah, melting snow. Griggs and Marggraf (1967,
p. 153]: Measurements from aircraft, 120 m above the surface of a
snow-covered lake. Oregon, snow depth of =1 m. Measurements
were made at coarse azimuthal resolution (A¢ = 60°) but at eight
discrete wavelengths between 0.44 and 0.96 um: f appeared to be
independent of wavelength.

where b = 1.07u9 - 0.84. The prefix 33 - b) is a
nos. “lizing factor, chosen so that (4) is satisfied. The
depenucnces of fon po and p’ are different, so (6) does not
satisfy the reciprocity principle and is only a first attempt to
parameterize available data.

The measurements used to obtain (6) were made under a
variety of snow conditions with unspecified grain size, and it
is likely that (6) is not really correct for all wavelengths and
grain sizes. However, Wiscombe and Warren [1980b] found
that their radiant flux calculations were actually insensitive
to the functional form of f; they obtained almost identical
fluxes whether they used (6) or, alternatively, assumed
isotropic reflectance. The largest differences in fluxes at the
surface occurred in the visible wavelengths and were at most
0.6%.

M. THERMAL INFRARED EMIssioN FROM SNow
1. Emissivity
We have taken many pages to discuss the solar reflectance
of snow, yet its infrared emission deserves only a few
paragraphs. The reason for this is that the infrared emissivity
of snow is quite insensitive to snowpack parameters. For

many purposes one can simply assume a snow emissivity of
about 99%, as was measured by Griggs [1968].

Berger [1979] adapted the derivations of Bohren and
Barkstrom [1974] to the limit of large absorption as described
in section E2 above. His calculated emissivity (Figure 17) is
independent of grain size but decreases slightly with increas-
ing density. This calculated density dependence may depend
on the particular regular array of spheres assumed by
Berger, as noted above.

The albedo model of WWI was used 10 calcuiate emissivi-
ty (Figures 8b and 11b of WWI) by virtue of Kirchhofi™s law
[Siegel and Howell, 1972, p. 70]:

ey, A) = | — a,(6y. \)

where a, is the albedo for zenith angle & and ¢ 1s the
directional thermal emissivity at the same wavelength into
the viewing (nadir) angle 6. Figure 18 shows the calculated
dependence of snow emissivity on wavelength. averaged
over emission angle for five grain sizes (Figure 18a) and for a
single grain size r = 100 um at four emission angles (Figure
18b). Since these calculations were done without a near-field
correction, we Jo not show results beyond 40-um wave-
length, and the results plotted may already be somewhat
inaccurate at A = 20 um, especially for r = 50 um.

The emissivity is sensitive to grain size only at certain
wavelengths. In particular, it is completely insensitive to
grain size over most of the Planck function for normal
terrestrial temperatures, centered near A = 10 um. The Mie
results thus support Berger’s [1979] assumption of no trans-
mission of IR radiation through ice spheres in this speciral
range, which led to his prediction that emissivity would be
independent of grain size.

The model of WWI does not compute a dependence of ¢
on p,. However, because of the small penetration depth of
thermal IR radiation in ice. ‘surface roughness” on the scale
of millimeters may affect emissivity. Berger's [1979] depen-
dence of ¢ on p, is actually caused only by the relation he
ohtained between p, and ‘projected areas of surface and
subsurface particles’ (his equations 27 and 28). which seems
actually to be a measure of surface roughness.

Because of the large m,, of ice throughout the thermal
infrared, only a very thin layer of snow is already effectively
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Fig. 16. Slopes (b in equation (5)) of the lines in Figure 15 are
plotted here versus u,. The line is a least squares fit to the points.
Symbols refer to the data sources given in Figure 15.
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semi-infinite, so ¢ is independent of snow layer thickness.
Small amounts of impurities will also not affect e.

Figure 185 shows that the emissivity is near 100% for
overhead viewing (6,,, = 0°) but is significantly lower for
large nadir angles. Thus the satellite viewing angle should be
taken into account when inferring snow temperatures from
satellite infrared channel (A ~ 11 um) emission measure-
ments. The results in Figure 18 were obtained using the
delta-Eddington approximation, so for 6,, = 80° the true
emissivity may actually be lower than that shown.

2. Brightness Temperature

If ¢ < 1, the brightness temperature Ty at a single
wavelength will be smaller than the true temperature 7. The
difference Tp —~ 7T depends not only on ¢ but aiso on
wavelength because of the variation of the Planck function
with wavelength. J. Dozier (personal communication, 1981)
has calculated Tg — 7 for 3 = A =< 14 um for snow near the
melting temperature, plotted in Figure 19. The assumption
that snow is a blackbody could lead to an underestimate of
temperature by as much as 2.5 Kat A = 14 um and ¢ = 75°.
However, the estimation of snow temperature from satellites
will likely be subject to more error from uncertainty in
atmospheric transmissivity than from uncertainty in snow
emissivity.

N. REMOTE SENSING OF SNOW

1. Snowpack Properties From
Albedo Measurements

Dozier et al. [1981] have used the model of WWI to
calculate snow albedos integrated over channels 1 and 2 of
the NOAA Tiros N satellite (0.5-0.7 um and 0.7-1.0 um.
respectively). The hope is to deduce grain size from a near-
IR channel, where depth and contaminants have no effect on
albedo, and then use the deduced grain size together with the
channel 1 data to infer snow water equivalent depth below
some threshold value around 100 mm. Among the difficulties
in this approach are (1) the conversion of bidirectional
reflectance to albedo, (2) the poor location of channel 2 for
this purpose (an ideal channel would be located in the region
1.0-1.2 um, where the sensitivity of albedo to grain size is
greatest), and (3) the fact that visible albedo reduction can be
due to impurities as well as to thinning of the snowpack.

Dozier et al. were apparently able to detect the thinning of
the snowpack at the end of the melting season on some
Canadian lakes. Figure 20 is taken from their work. On the
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Fig. 17. Emissivity as a function of wavelength for various snow
densities, according to the model of Berger [1979]. (Figure 7 of
Berger [1979).)
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Fig. 18. Thermal infrared emissivity of snow as a function of
wavelength, according to the model of WWI. (a) Hemispherically
averaged emissivity for snow grain sizes r = 50, 100, 200, 500, 1000
wm. (b) Directional emissivity for four detector nadir angles.

earlier date, April 12, the snow-covered lakes are brighter
than the intervening forest in both channels. Two weeks
later. much of the snow had melted. so that on April 27 there
was less contrast in both channels between lake and forest.
On both of these dates it is apparent that for snow the near-
IR reflectance is smaller than the visible reflectance. in
agreement with Figure 1. The forest exhibits the opposite
behavior, in agreement with the known spectral reflectance
of green plants [Gates, 1980]. Hopefully. in the future this
work will be combined with ground truth measurements of
snow depth.

Some experiments at the surface which are relevant to this
problem are being done by O'Brien and Koh [1981]. They
observed the change in spectral reflectance (using a few
narrow-band filters) as a thick snow cover decayed. docu-
menting the transition from the spectral reflectance of snow
to the spectral reflectance of grass. As is expected (Figure 12
of WWI), the underlying surface first begins to ‘show
through' in the visible wavelengths and is evident in the near
IR only when the snow cover is inuch thinner. Because of
the somewhat crude experimental setup. these results are as
yet only qualitative.

Detection of the dust content of snow has been attempted
by Sydor et al. [1979] for polluted snow in Duluth harbor.
However, dust was reported as rates of deposition rather
than as weight fractions in snow. so no direct comparison
with a model can be made.

Matson and Wiesnet [1981] describe the routine global
mapping of snow cover using visible-channel imagery from
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Fig. 19. Difference between brightness temperatures Ty and
snow temperature T as a function of wavelength (a¢) for three
different snow grain sizes at viewing angte 8 = 60° and (b) for snow
grain radius r = 500 um at five different viewing angles. Figure from
J. Dozier (personal communication, 1981).

NOAA satellites. This monitoring program has been useful
in describing the interannual variability of regional snow
cover.

2. Snow Cloud Discriminator (1.6 pm)

Measurements from aircraft of spectral reflected intensity
in the 1.4- 1.8-um wavelength region have shown that clouds
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Fig. 20. Traces of reflectance measured from satelhite by NOAA
scanning radiometer across three lakes in Saskatchewan on two
differcnt days in visible channel 1 (0.5-0.7 wm) and near-IR channel
2 (0.7-1.0 um). (Figure 10 of Dozier et al. {1981].)
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Fig. 21. Relative reflectance of snow and clouds as a function of
wavelength from aircraft observations. (Figure 14 of Vafoicin
[1978}.)

can be distinguished from snow. Figure 21 is taken from the
report of Valovein [1978]. The reflectance of cirrus clouds is
shown to be greater than that of snow. This is because cirrus
particles have a much smaller effective mean radius than do
snow particles (perhaps 20 um as opposed to 200 um) and
the albedo is higher for smaller ice grains (cf. Figure 1). The
fact that cumulus clouds have even hisher reflectance is due
in part to each of three causes:

1. Cumulus clouds are thicker than cirrus.

2. Water is less absorptive than ice in this spectral
region.

3. Cloud water droplets are smaller than cloud ice parti-
cles. (The cumujus clouds studied were all water droplet
clouds. even at their tops.)

These aircraft observations have led to the employment of
a ‘snow cloud discriminator’ channe} at A = 1.6 um on a
Defense Meteorological Satellite Program satellite. This
channel cannot distinguish between thin cloud cover over
bare ground and snow cover. but these can be distinguished
in the visible channel: a bispectral method should therefore
be quite reliable as a snow cloud discriminator. Tests of the
utility of the 1.6-um channel are under way by comparison
with results from human analysis of satellite imagery. who
use pattern recognition methods [Woronicz, 1981]. or from
ground-based observations of snow and cloud (R. Barry,
personal communication, 1981).

3. Thermal Infrared

The temperature of a snowpack should be detectable from
the thermal infrared emission, provided that the dependence
of emissivity on viewing angle (Figure 18h) and the atmo-
spheric transmissivity are accounted for.

4. Summary of Snow Parameters Detectable in
Solar, Infrared. and Microwave Spectra

Table 2 offers a rough allocation of the snow paramet:rs
affecting solar spectral albedo. thermal intrared spectral
emissivity, and microwave spectral emissivity. The micro-
wave emissivity depends on three additional variables which
are unimportant for the shorter waves: (1) liquid water
content, because the m,,, for ice and water are very differemt
in the microwave: (2) temperature, because the m,,, of ice
(and of water) exhibits a significant temperature dependence
for A = 0.2 mm; and (3) density, because snow grains are in
cach others® near fields at these wavelengths.
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ABSTRACT

W.H. Stiles and F.T. Ulaby

Remote Sensing Laboratory
University of Kansas Center for Research, Inc.
Lawrence, Kansas 66045

-— - " This paper is a review of the dielectric properties of snow in the radio frequency range from 100 kHz
0 35 GHz. Applicable dielectric mixing formulas are discussed and compared to available experimental
data. Below t GHz, the dielectric behavior of snow is well understood and has led to development of
sensors to measure the liquid water content of snow, while above 1 GHz, the scarcity of experimental
data and the discrepancies between the few available measurements, particularly when liquid water is
present, are responsible for the rather sketchy understanding of the dielectric behavior of snow in the

microwave region. (-——\.,

INTRODUCTION

As the importance of snow as a renewable resource
becomes increasingly recognized, methods of assessing
snow properties in a timely fashion over large areas be-
come indispensable. 1t is clear that, for both timely ob-
servations or large areal coverage, the physical hand-
ling of the snow must be minimized. Remote sensing
techniques satisfy the above requirement; however, in-
terpretation of the remotely sensed data is not always
straightforward. These data are usually in the form of
processed quantities which are determined by the par-
ameters of the measurement system and the character-
istics of the observed scene (in this case, snow). In the
radio region of the spectrum, the interaction of elec-
tromagnetic energy with snow is governed by its geo-
metrical and electrical (dielectric) properties; therefore,
a more complete description of the dielectric properties
of snow should lead to a better understanding of re-
mote sensing observations of snow.

Several review articles of the electrical properties of
ice and snow have been published over the last 20 years
[1-4]. The most recent of these reviews, by Glen and
Paren [3], stressed the electrical behavior in the spectral
range that is particularly suited to glacial sounding (DC
to 100 kHz). This paper presents a review of the dielec-
tric properties of snow, with special emphasis on its
behavior at the radio frequencies above 100 kHz. In-

€n— €
cluded in this review are: 1) a discussion of mixing for- "= + 170—2'7.7, (2a)
mulas used to characterize the dielectric properties of a @xf7
snow mixture in terms of its constituent parts—air, ice Infrieq—
and liquid water (if present), and 2) a summary of ex- e = €g— € ) @b)
perimental data reported in the literature. 1+@2xf7)
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PROPERTIES OF CONSTITUENTS

The electromagnetic propagation properties of a ma-
terial are defined in terms of its magnetic permeability,
#, and its relative complex dielectric constant, ¢. For
most naturally occurring materials, including snow, u
= g, the magnetic permeability of free space. Hence,
the propagation is governed solely by ¢, which has the
complex form:

= f"jf" (l)

Since snow is a heterogeneous mixture of air, ice,
and, under certain conditions, liquid water, the con-
stituent dielectric properties must be examined first in
order to understand the dielectric properties of the mix-
ture. For practical purposes, the characteristics of air
are indistinguishable from those of free space. Water
and ice, however, exhibit dielectric behavior which can
be described, at least to the first order, by the Debye
equation:

fo_fw
€Tt + 1+72xfr @

or in terms of its real and imaginary parts:

ey




90 Parameters
Ewo"8l.9
10 g 1-0°C fo=8.5 GH2
60
.3 50
“®©
-3
w30
20
10
0
0.3 1 3 10 30 100 300

f(GHz)

Figure 1. Complex dielectric constant of water
at 0°C from the Debye equation.

'™ € or the static dielectric constant,

where ¢,
dimensionless
€w = ;™ ¢ or the optical limit of dielectric

constant, dimensionless
t = relaxation time of the material (s)
J = electromagnetic frequency (Hz).

This equation describes the contribution to the polariz-
ability of a polar molecule (H,0) from the permanent
dipole moment of that molecule. An applied electric
field tends to align the dipole against the thermal forces
which induce disorder or ‘‘relaxation’’ and are a func-
tion of the temperature and viscosity of the dielectric
material. The relaxation tir.e as derived by Debye for
spherical polar molecules in a viscous medium is a good
approximaticn for water [5):

4xn a’

kT ®

T =

where 7 is the viscosity, a is the molecular radius, & is
Boltzmann's constant and T is the temperature.

Empirical expressions based on experimental results
have been developed for the constants in equation 2 for
water as functions of physical temperature [5~8) and
are reviewed in [9]. Figure 1 illustrates the behavior of
¢, and ¢ of water at 0°C as a function of frequency.
The peak in ¢; at 8.5 GHz results from the Debye dis-
persion being centered in the microwave region. The
frequency at which the peak occurs is termed the relax-
ation frequency f, where f, = (27x7)".

For the frequency interval of emphasis, 100 kHz to
35 GHz, the dispersion causes the dielectric properties
of water to vary significantly. Below approximately 1
GHz, low frequency approximations to equations 2a
and 2b yield ¢, = ¢, and eZ', & 27/ T(eg, — € ,,)» While
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Figure 2. Cole-Cole diagram of
€" and ¢' for ice samples at
~10.8°C in a) pure ice and b)
ice with impurities. Points rep-
resent measurementis at the in-
dicated frequencies in kHz.
(From Evans [1].)

above | GHz the exact form must be used. For liquids
or solids, interactions between molecules and viscosity
variations tend to violate some of the assumptions of
the Debye equation giving rise to a non-unique relaxa-
tion time. The Cole-Cole [10] modification to the
Debye form (eq 2), i.e. raising the j2xf7 term to the
power (I — a), allows this equation to describe the dis-
persion for a distribution of relaxation times. For
water, a has been determined to be less than 0.03 [8],
indicating that the Debye form for a single relaxation
time is adequate, but for ice and snow this is not always
the case.

The dielectric properties of ice, at least over a large
frequency interval, can also be described by the Debye
equation of the same form as for water, equation 3.
While the relaxation frequency of water lies in the mi-
crowave region, for ice (as a result of the higher viscos-
ity compared to that of water) the relaxation frequency
is reduced to the kilohertz region and as in the case for
water, it is temperature-dependent. Auty and Cole [11}
measured the dielectric coefficients for pure ice and
found that ¢;,. = 3.10, that 7, had a minimum value at
0° corresponding to f, = 7.5 kHz, and that ¢, had a
minimum value of 91.5 at —1°C,

A convenient form for examining the spectral be-
havior of a material describable by the Debye form is
the Cole-Cole diagram which is a plot of the imaginary
part ¢ " versus the real part ¢ ‘. Curves defined by equa-
tion 2 are semicircles in this representation. Figure 2
from Auty and Cole’s data (11] illustrates measure-
ments of pure ice and ice with impurities along with
their respective Debye cuives. Each symbol corre-
sponds to a measurement at frequencies denoted in
kHz. Two observations are apparent from this figure:
1) the DC conductivity of sample (b) causes the be-
havior to deviate from the Debye form below 1.5 kHz
and 2) since the optical limit is the left-most intersec-
tion of the semicircle with the ¢ "-axis, this representa-
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Table 1. Measured values of the real part of the relative dielectric
constant of pure or freshwater ice, ¢;'(from Ulaby et al. [9)).

Temperature
Frequency range
(GHy (°C) 6 Reference
0.15102.5 -110 -60 2.90 10 2.95 Westphal (in [1])
9.378 Otw0 -18 s Cumming (14)
10 -12 kRN Von Hippel [20]
10 Q0w -35 3.4 Vant et al. [16]
10 -lto -49 3.7 Lamb {17)
24 Oto - 185 3.8 Lamb and Turney (18]
26.4 10 40.0 Oto -3S 2.92 Vant et al. [16)
94.5 ~28 3.08 Perry and Straiton [15)
1000 -173 3.20 Bertie et al. [21]
9 - N Blue (19)

tion is not very illuminating for the high frequency re-
sponse because of the compression of the variationine”.

It should be noted that in the frequency range below
10 kHz, several loss mechanisms are present (3, 12, 13],
primarily due to impurities, structural effects, and mo-
lecular or ionic defects. A good overview of these dis-
persions is given in the review by Glen and Paren [3]
and in a paper by Paren and Glen [12]. These disper-
sions may be describable by the Debye form but do not
occur at the same relaxation frequencies or have the
came strengths, In the high-frequency limit, however,
these values will each approach their optical limits and
consequently will have very little contribution above
100 kHz. Therefore, the macroscopic dielectric behav-
ior can be described by effective quantities that include
contributions from all of the dispersion mechanisms.

For frequencies much greater than the relaxation fre-
quency in ice, f/fy = 2xf7;>> 1, the following high fre-
quency approximations can be made to the rationalized
form of the Debye equation (eq 2a and 2b):

€= € (4a)
w_ G0 Ciw Sio
g = sz;i = (Eio - Eiw) % (4b)

From measurements for which these approximations
are valid, between 10 MHz and 1000 GHz, the optical
limit ¢;,, has been found to be insensitive to tempera-
ture (below 0°C) and independent of frequency. Values
from several experimental investigations [1, 14-21] for
o arc given in Table 1 and excellent agreement
generally is observed; hence, the value of ¢, = 3.15
from Cumming (14] will be used as being repre-
sentative. While the real part is well-behaved, the imag-
inary part is dependent on both frequency and temper-
ature as expected from equations 3 and 4b. Figure 3 is a
survey of the available data on ¢ as a function of fre-

Imaginary Part Of The Dielectric Constant Of Ice £

—
=1
T
>

—
o,
T

—
(=]

quency for pure or freshwater ice at two temperatures.
For this frequency interval, equation 4b indicates that
¢” should decrease as f~'; therefore on a log-log scale,
the behavior should be linear with a negative slope. The
experimental data given in Figure 3 show, however,
that the Debye form is inapplicable above 1 GHz, in-
dicating that the single resonance assumption is not
valid. Evans [1] attributed the observed spectral
behavior of ¢;" to contributions by infrared dispersions.
Since the theoretical expressions for ¢,"are not ade-
quate in the microwave frequency range, experimenial
results must be relied upon even though considerable
variability exists in the data above 10 GHz. This varia-
tion is at least in part a consequence of the problems as-
sociated with making accurate measurements of the
loss factor of a very low-loss material, which ice is.

C: Cumming {14
L: Lamb [171]

LT: Lamb And Turney 118}
P: Perry And Straiton (151
V: Vant et al.il16}

W: Westphal (In Evans) {1}
A: Auty And Cole [11)

'
w

e -1°C Data
| -20°C Data
Solid Lines Are Empirical Fits
0" X 1 1 i ) 1 1) ) " i 1 J
.005 .00 .02 .05 01 02 05 1 2 5 10 2 50 100

Frequency (GHz)

Figure 3. Imaginary part of the relative dielectric
constant of pure and fresh water ice. (From Ulaby
et al. [9].)
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Table 2. Mixing formulae for snow.

Formula Inclusion
Mixing Formuls Comments Shape Reference
Cge ] € - 1 Simplification of 6 Spherical Cumming [14)
. v' —_— for spherical with Glen u(nn
3 +2 V=0 ¢, "¢ Paren
‘o 97 % v ws o Cds (8ottcner}
1 -1 Dry snow on! F » 0 vertical } Evans
Sas -V b} ~ Y to (Werner ;or
€. *F e, ¢+ F F » = planar dry snow
ds { {1
eVUuec, (1-v) e, *F Wet snow f » 0 vertical | Edgerton
s w45 W pere y = 295 to et al, gzz]
VU Q-v) e, ¢ F f ~ = planer {Weiner
173 1/3 .
-~ 1=y -1 Dry sno Spherical Glen and
t4s ile ) y snow Paren {3)
(Looyenga}
3 1 €, ~ local dielectric Elipsoidal Sweeney and
te st (e ~c, ) ¢ constant accounts Colbeck (23]
ws s w "ds 1y, ") for particle (de Loor)
+(—=- \'J interactions
3 3 1 Different shape Ellipsoidal Colbeck {24]
PR R R L3 Vileg=1} 1 ————— factors for water (Polder and
3 31 e+ (e - ‘vs)Aij and ice van Santen)
[ 1
ws
+=V(c -1 8§ ——
w '
3 IV et (e, - ‘ws)‘\d
. , 3 1 giu;nﬁution of €1lipsoidal Ambach EM]
s " T4 " 3 (e, = c4q) s E —_— '_th Denoth (25
L L “a " fus i::lg::t::’
Wiley - 1) Simplification Spherical ""1. et al.
cgs * V4 —— e of 9 (2
(2+¢,) ~v(c, -1}
1 i
v} > Spherical Tiur! and
! 0{3 () (e, - W2, - € = {7 (e = e )2, ¢ 1)] of :‘: Schultz [27)
3 2 coate (T
with water (Tinga et al.)
3 |
i ]
x [(2 + :.,)(2:. + ‘1) . Z(K) (l:w - ‘)(t' - ¢|) |
. 3 r 3 -]
- (i) (e, ~ M2, +c)) » (i) (e, = e M2, ¢ I)] 1
1

MIXING FORMULAS

The dielectric properties of a heterogeneous mixture
such as snow must be described by mixing formulas
that incorporate the dielectric properties and propor-
tions of the component materials. In the rigorous for-
mulations, structure will also be a factor. Snow can be
treated as either a two-component or three-component
mixture consisting of ice, air and liquid water. The two-

component formulation is usually applied to dry snow
(air and ice) and sometimes to wet snow through an ad-
ditional application of the formula for dry snow and
water. In the three-<component formulations, air, ice
and water are each accounted for as individual com-
ponents.

Both theoretical and purely empirical mixing formu-
las have been reported in the literature. In this section,
the discussion will be limited to theoretical approaches,

—— - ——
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while discussion of the regression models will be pre-
sented in the section on dielectric properties. The devel-
opments of mixing formulas have usually been re-
stricted to modeling one component as regularly
shaped inclusions uniformly distributed within a host
or background material. The mathematical difficulties
of handling inclusion shapes and inter-inclusi~n inter-
actions have required the choice of ellipsoidal or
spherical particles. This limitation poses no real prob-
lem for snow that has been wet since the particle shapes
tend toward spherical anyway; however, very fresh
snow is not usually even close to spherical. Applicabil-
ity for fresh snow therefore may be suspect but also
may be difficult to examine because handling require-
ments and the action of metamorphism immediately
start modifying its s!ructure towards more stable ther-
modynamic shapes.

Mixing formulas which have been applied to snow
are given in Table 2. With the exceptions of Formulas 2
and 3, which are variations on the formulation due to
Weiner (1, 22] and which attempt to use a single factor
to describe a three-dimensional shape (and are there-
fore inherently unsound), all the other formulas can be
related to one another.

Formulas §, 6 and 7 are descriptive of ellipsoidal in-
clusions with axes a, b and ¢ and associated depolariza-
tion factors Akj, where k denotes the inclusion type,
either ice or water, and j denotes the axis. Usually two
of the axes are assumed equal, thus since the sum of the
A. must equal one, only one integration is needed.
Formula § is the most rigorous in that ¢, (the effective
dielectric constant in the immediate region of the par-
ticle) can be different from either of the constituents or
the mixture average. This formulation is the most gen-
eral; however, it is also the most complicated to apply.
Formula 7 makes the approximation that ¢, = ¢, the
dielectric constant of the mixture, and appears to pro-
vide an adequate fit to the available data. Both of these
formulations assume that the dry snow dielectric prop-
erties are already known, while Formula 6 treats the
three-component case. In applying Formula 6 to meas-
ured dielectric data, Colbeck [24) found that the ellip-
soidal ice particles may be approximated as spherical in
shape without incurring significant error in the results,
but for the water inclusions the shape factor was found
to be very important.

Formula 1, which applies to dry snow only, is a spe-
cial case of Formula $; if the particles are spherical
(i.c., 4; = Ay = A3 = 13), Formula § reduces to For-
mula 1 upon replacing ¢,,, and ey, with ¢4, and ¢;, re-
spectively, and setting ¢, »= ¢4,. Similarly, Formula 4
can be derived from Formula S for dry snow condi-
tions.

The expressions given by Formula 9 are a special case
of a more general formulation derived by Tinga et al.
[26) for ellipsoids of dielectric ¢, .overed by a layer of

material of dielectric ¢, contained in a host material of
dielectric ¢;. As given in Table 2, Formula 9 is for
spherical ice particles covered by a uniform layer of
water. Formula 8 is the same as Formula 9 with no
water present (i.e., dry snow). While Colbeck [24]
states that the water distribution in the snowpack is not
in spherical layers around the ice particles, Formula 9
has been found to give acceptable results when com-
pared to experimental data, as discussed in a later sec-
tion.

DIELECTRIC PROPERTIES OF SNOW

The dielectric properties of dry and wet snow are dis-
cussed in separate sections because the addition of li-
quid water to dry snow significantly alters its proper-
ties.

Dry snow

Because the relaxation frequency of ice is in the kilo-
hertz range, dry snow is not expected to exhibit a dis-
persion behavior above 100 kHz. Although surface ef-
fects and other processes may cause additional low-fre-
quency dispersions [5], the mixture with air, which can
be considered to have f; = oo, makes the relaxation
frequency of snow always higher than that of ice. The
relaxation frequency for natural dry snow remains be-
low approximately 100 kHz. Dielectric measurements,
conducted for densities ranging between 0.08 and 0.41
g cm™* and for temperature between - 10°C and 0°C,
show that the relaxation frequency of dry snow, fy, is
in the S- to 60-kHz range {1, 12, 28).

Ambach and Denoth [25] measured the frequency
dependence of ¢4 and the loss tangent, tan §,, for fine-
grained (<0.25-mm radius) and coarse-grained (>0.25-
mm radius) dry snow. The loss tangent is defined as the
ratio of the imaginary part to the real part of the dielec-
tric constant. Their results, given in Figure 4, indicate
different relaxation spectra for the two samples; the
coarse-grained sample exhibits a single Debye-type re-
laxation, while the fine-grained sample exhibits a wide
relaxation spectrum indicative of a range of relaxation
frequencies. This result does not imply that the size is
the effect; the depolarization factors of the ice particles
were very much different from the two cases: fine-
grained A s 0.03 and coarse-grained A 2 0.20. Above
10 MHz, the real part is independent of frequency and
the effect of grain shape on the relaxation spectrum in
the high-frequency limit is negligible.

For frequencies above 1 MHz, the dominant physical
parameter that determines the dielectric constant of dry
snow is its density. An alternate and useful expression
for density is the volume fraction of ice ¥;, which is re-
lated to the ice density o; and the snow density o,
through:
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Figure 4. Dependence of the real par: of the com-
plex dielectric constant and loss tangent of dry snow
with frequency for a) fine-grained and b) coarse-
grained samples. (From Ambach and Denoth [25].)

Vi = e/ @;- (&)

Figure S, from Cumming [14], depicts the dependence
of ¢4, on g, at 9.375 GHz, along with curves defined by
mixing Formula 4 (in Table 2) and several empirical ex-
pressions [3, 25, 29]. Although this data set was meas-
ured at 9.375 GHz, it is applicable above 1| MHz where
€45 is frequency-independent. Cumming [14] also found
€4y to be independent of temperature as expected from
ice and air properties. The empirical fits {3, 25, 29] are
approximately what one would get from a volu-
metrically weighted average of the dielectric constants
of the constituents. Any of the mixing formulas applic-
able to dry snow will also provide a good fit to these
data. One useful simple formulation for the real part
results from Formula 4 with ¢, = 3.15

€g, = (1 + 0.508 o). 6)

While ¢4, is independent of both temperature and fre-
quency, ¢4, is sensitive to temperature as shown in Fig-
ure 6 and to frequency by inference from Figure 3 for
ice. Although spectral measurements of dielectric prop-
erties have been made up to around 100 MHz, in the
microwave region single-frequency measurement pro-
grams have predominated and precise determination of
the spectral dependence is not available. As a result,
one must rely on mixing formulas, which often lead to

Formula Frequency
Howorka !In 31 142.220, 3.5 MHz
Ambach And Denoth 1251 1+2.205 P,  13.6 MHz
== Kurioua29) (Estimated) 1+2.3P, 3 MHz
— — = (ooyenga formula(in 3] (1+0.508P) ——
e Cumming(14] Experimental Data 9.375 GHz
[

ds

t

Real Part Ot Dielectric Constant €

i J
0.4 0.6 0.8 1.0
. 9
Snow Density P, (-

Figure 5. Real part of the dielectric constant of dry
snow as a function of snow density o  along with
empirical fits.
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t=9,375GHz

-3
nlgem ™)

Loss Tangent, tan Ay x 10

1 Y R ¥ i 1
-8 -10 -2 -4 -6 -8

Temparature (°C)

Figure 6. The loss tangent of dry snow as a function
of temperature at a frequency of 9.375 GHz. (From
Cumming (14].)
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inconsistencies. For example, Royer [2] found that if
Formula 2 of Table | is used, different values of F are
required to fit the real and imaginary parts of ¢4, to ex-
perimental data suggesting that a better model is need-
ed and therefore Formula 2 should not be used.

An expression derived from Formula 8 (of Table 1)
by Ulaby et al. [9] is given by

" 0.34 Vifi"
“ = [-0417Vy ™
and provides a fit close to Cumming's {14] data.

For dry snow, if one avoids the low-frequency dis-
persion region, the real part of ¢y is well-known and
easily determined from density and the mixing formu-
las; for the imaginary part, however, the fits are ap-
proximate due to the limited accuracy of the available
data on the imaginary part of the dielectric constant of
ice.

Wet snow

As 0°C is approached, liquid water appears in snow
and causes a significant change in the dielectric proper-
ties of the mixture because both the real and imaginary
parts of the dielectric constant of water are much great-
er than those of ice.

10-MHz to 1-GHZ region

For the frequency interval between approximately 10
MHz and 1 GHz, propagation loss through dry or wet
snow is very small. Consequently, most of the research
activities conducted in this frequency range have con-
centrated on the dependence of ¢, on V,, the volume
fraction of water. The use of mixing formulas is facili-
tated by the fact that for f > 10 MHz, ¢ = 3.15 and, as
mentioned carlier, it is frequency- and temperature-
independent, and for f < 1 GHz, ¢, = ¢, the static
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dielectric constant of water, which, of course, is
frequency-independent and weakly dependent on tem-
perature. Heuce, the dielectric constant of the ice-air-
water mixture is also frequency-independent and ap-
proximately temperature-independent.

The empirical expressions given in Figure § for dry
snow have been extended to wet snow by adding » term
that accounts for the water volume fraction, V,,,

€ws = L +ag,+ bV, ¥ ’
where the constants (a, b) were found experimentally to
have the values (2.22, 23.6) of Howorka [in 3} and simi-
lar values (2.205, 21.3) were determined by Ambach
and Denoth [25]. r

The above expression provides a useful approxima-
tion of the relationship between ¢, and V., although a
more exact representation using Formula 7 of Table 1
allows for modeling the water particles as ellipsoids.
With the assumption that the depolarization factors A,
and A, are equal, implying that 4, = 1 —-2A4,, Ambach
and Denoth [25] employed experimental data to com-
pute A,, by fitting the data to Formula 7. Their results
are shown in Figure 7. It is observed that A is a func- :
tion of V,; however, 4, = 0.05 seems to be a good g
average depolarization factor.

In a more detailed modeling of liquid distribution,
Colbeck [24] suggested that water actually appears in
two basic shapes (fillets and veins) because of the
geometry of wet snow ice-grains. All wet snow tends to
form multiple crystal clusters and the fillets and veins
of water form in the air spaces between three or two
grains, respectively.

The practical application of dielectric measurements
in this frequency range is in the measurement of liquid
water, which will be covered in a later section.

Pendular Regime — b Funicular Regime
0.08 | . . .
< . ———r
5 L] e 3 ® . hd
5 0,06 . .. . .
S ¢ a - - . ;
2 o . T ) ‘
goUr 7 e
", g .
B = ot « Coarse Grained Samples
; 0.021  fine Grained Samples
1 2 4] i L 1. L 1 J
0 2 4 6 8 10 12

Percent Liquid Water 1V, x 100}

Figure 7. Depolarization factor A 1 Jor mixing Formula 7,
(From Ambach and Denoth [25].)
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Figure 8. Real and imaginary parts of the relative dielectric constant of snow
as a function of liquid water content at 6 GHz and 9.4 GHz.

Above | GHz

In the microwave region, both real and imaginary
parts of ¢,, are frequency-dependent, therefore fre-
quency extrapolation is questionable. Four sets of data
have been reported in the literature for ¢, as a function
of snow liquid water content V. Cumming [14] re-
ported the variation in loss-tangent in response to V,;
however, his data covered a narrow range extending be-
tween V,, = 0 and 0.006. Figure 8 pre